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Abstract. Previously we observed that newforms obey a strict bias towards

root number +1 in squarefree levels: at least half of the newforms in Sk(Γ0(N))
with root number +1 for N squarefree, and it is strictly more than half outside

of a few special cases. Subsequently, other authors treated levels which are
cubes of squarefree numbers. Here we treat arbitrary levels, and find that if

the level is not the square of a squarefree number, this strict bias still holds

for any weight. In fact the number of such exceptional levels is finite for fixed
weight, and 0 if k < 12. We also investigate some variants of this question to

better understand the exceptional levels.

1. Introduction

Throughout, N and k are positive integers with k even. Let Sk(N) = Sk(Γ0(N))
be the space of weight k, level N cusp forms, and Snew

k (N) be the new subspace.
The root number of a newform f ∈ Snew

k (N) is the sign in the functional equation

for L(s, f), and equals (−1)k/2 times the eigenvalue of the Fricke involution WN =∏
p|N Wp. It is known that, on average, 50% of newforms have root number +1

and 50% of newforms have root number −1. We examine the distribution of root
numbers more precisely.

Let Snew
k (N)± denote the subspace spanned by newforms with root number ±1.

Set

∆(N, k) = dimSnew
k (N)+ − dimSnew

k (N)−.

In [Mar18a], we observed that the trace formula for WN implies that newforms
obey a strict bias towards root number +1 for squarefree levels N , in the sense
that ∆(N, k) ≥ 0 for all k and squarefree N . Further, ∆(N, k) is an elementary
expression in the class number of Q(

√
−N), and is strictly positive unless (i) N =

2, 3 and k obeys a certain congruence, or (ii) k = 2 and dimSnew
2 (N) = 0 or

N = 37, 58.
Subsquently, these results were extended to the case of cubes of squarefree levels

by [PQ21] (k > 2) and [LPW23] (k ≥ 2, which also considers Hilbert modular
forms). The methods in those papers are much more involved, and use Petersson
and Jacquet–Zagier trace formulas, respectively. Here we explicitly compute the
trace of WN on Snew

k (N) for arbitrary (N, k), which yields the following.

This work was supported by the Simons Foundation (Collaboration Grant 512927), the Japan

Society for the Promotion of Science (Invitational Fellowship L22540), and the Osaka Central
Advanced Mathematical Institute (MEXT Joint Usage/Research Center on Mathematics and

Theoretical Physics JPMXP0619217849).
1After this paper appeared in Proc. Amer. Math. Soc. (2023), I discovered a mathematical

misprint in Theorem 1.2. This version corrects that error. (See footnote for Theorem 1.2.)
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Theorem 1.1. (1) If N is not the square of a squarefree number, or if k ≤ 10
or k = 14, then there is a strict bias of newforms toward root number +1,
i.e., ∆(N, k) ≥ 0.

(2) Suppose N is the square of a squarefree number, i.e., a cubefree square.

For sufficiently large k, ∆(N, k) < 0 if and only if (−1)k/2 = −µ(
√
N) =

−
∏

p|N (−1).

(3) For a fixed k, there are only finitely many N such that ∆(N, k) < 0.

Moreover, in (1), ∆(N, k) is typically strictly positive. Precise conditions are
given in Corollary 3.3. We will discuss possible reasons for the curious difference in
behaviour for cubefree square levels in Section 1.2.

It is not too hard to make statements (2) and (3) effective. We do not explicate
this, but refer the interested reader to the proof of Corollary 3.3(2).

As in the squarefree case, we in fact get an elementary expression for the exact
size of the bias, and it is essentially the class number of Q(

√
−N). The precise

formula for ∆(N, k) breaks up into several cases according to whether N is 1, 2, 3
or 4 times the square of a squarefree number, or none of these (the generic case).
Here we just describe the formula in the generic case, and refer to Proposition 3.2
for all cases.

Write N = N1N
2
2 , where N1 is squarefree. Define β(N) ∈ {1, 2, 3, 4} by

(1.1) β(N) =


1 if N1 ≡ 1, 2 mod 4, or 2 ∥ N2;

2 if N1 ≡ 3 mod 4 and 4 | N2;

3−
(−N1

2

)
if N1 ≡ 3 mod 4 and 2 ∤ N2.

For a fundamental discriminant−D < 0, let h′(−D) be the “unit group weighted”
class number, i.e., one half of the number of integral units in Q(

√
−D) times the

usual class number h(−D). Precisely, set h′(−4) = 1
2 and h′(−3) = 1

3 , and take
h′(−D) = hQ(

√
−D) to be usual class number for D > 4.

Theorem 1.2. Suppose N is not 1, 2, 3 or 4 times the square of a squarefree
number. Let −D ∈ {−N1,−4N1} be the discriminant of Q(

√
−N). Then

∆(N, k) =
1

2
β(N)

∏
p|N2

(
ϕ(pvp(N2))− ϕ(pvp(N2)−1))

(
−D
p

))
h′(−D)− δ,

where ϕ is the Euler phi function, δ = 1 if (N2, k) = (1, 2) and δ = 0 otherwise.2

In particular, we always have ∆(N, k) ≥ 0. Moreover, ∆(N, k) = 0 if and only
if (i) k = 2 and either dimSnew

k (N) = 0 or N ∈ {37, 58}; or (ii) 2 ∥ N2 and
N1 ≡ 7 mod 8.

Note that if vp(N) is odd for all p | N , then
(−D

p

)
= 0 for all p | N2, and thus

the main term in the above formula is just 1
2β(N)ϕ(N2)h

′(−D). In particular, this
recovers the formulas in [Mar18a] and [PQ21].

1.1. Remarks on proof. The proof has in essence two steps. The quantity
∆(N, k) equals the trace of (−1)k/2WN on Snew

k (N). First, we use a trace for-
mula due to Yamauchi [Yam73] and Skoruppa–Zagier [SZ88] which expresses the

2The published version mistakenly stated “δ = 1 if (N, k) = (1, 2) and δ = 0 otherwise.” Note
that this theorem comes from Proposition 3.2(1) below, and the condition for δ = 1 was stated

correctly there in the published version.
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trace of WN on Sk(N) as an alternating sum of class numbers. Using class number
relations and elementary but careful analysis, we rewrite this trace in terms of a
single weighted class number h′(−D) (see Proposition 3.1, which can also be de-
rived from the recent work [ZZ22]). Second, one can express the trace of WN on
the new subspace as an alternating sum overM2 | N of traces on Sk(N/M

2). Once
again, we use class number relations and elementary analysis to obtain our formula
for ∆(N, k) (see Proposition 3.2).

We remark that our approach is much more straightforward and simple than the
approaches taken in [PQ21] and [LPW23]. In [Mar18a], we restricted to squarefree
levels because our main focus in that paper was dimension formulas with prescribed
local signs at multiple ramified places, and that problem seems considerably more
complicated for non-squarefree levels. The result therein about root number bias
for squarefree levels was merely a curious observation we made along the way,
which was already immediate from the Yamauchi/Skoruppa–Zagier trace formulas
(though, to our knowledge, it had not been noticed before). For squarefree levels,
both steps in our present proof are trivial because (i) the trace formula for WN on
Sk(N) is very simple for squarefree N and (ii) there is no oldform contribution to
this trace that we need to subtract off.

1.2. Further questions. Theorem 1.1 naturally prompts 2 questions: (i) what is
the reason for this bias, and (ii) what is the reason for these exceptions.

We briefly speculated on (i) in [Mar18a], and mentioned two ideas that at least
support the existence of a bias towards root number +1. First, the “L-functions
from nothing” perspective suggests that L-functions in small weight and level tend
to have root number +1 (e.g., see [Mar18a, p. 10]). Second, when k = 2, at
least for prime levels, ∆(p, 2) ≥ 0 is forced upon us by the Jacquet–Langlands
correspondence together with the fact that the type number is at least 1

2 times the
class number for maximal orders in quaternion algebras of prime discriminant.

Anna Medvedovsky has since suggested to me that one can also reinterpret the
k = 2 case for squarefree N by comparing the genus of X0(N) with its quotient by
the Fricke involution. One can note that the formulas for ∆(N, k) are essentially
independent of k, and thus are controlled by the k = 2 case. One heuristic reason
for this latter fact is that the main term in dimension formulas of spaces of modular
forms is a product of local factors, including one at infinity for the weight k.

Thus there are at least some hints for the above root number bias that do not only
rely on the trace formula, but I do not have a compelling existential explanation
for this bias. On the other hand, if one just counts elliptic curves up to isogeny
by conductor, i.e., weight 2 rational newforms, examining Cremona’s database (see
[LMFDB]) shows there is at least an initial bias towards root number −1.

Moving on to (ii), let me first explain how the exceptions to the strict bias
arise in the proof. First, the trace of (−1)k/2WN on Sk(N) is non-negative (see
Proposition 3.1). The only question now is whether this still holds when we subtract
off the oldform contribution, i.e., if (−1)k/2

∑
M2|N µ(M) trWN/M2 ≥ 0. For a fixed

N , the the terms for eachM2 | N are all similar looking expressions in h′(−D) that
can be collected together, except in the special case that N is a perfect square. In
that case, the term with M =

√
N is µ(M) times the trace of WN/M2 = W1 = Id

on Sk(1), i.e., µ(M) dimSk(1). Since dimSk(1) ≃ k
12 , we find that ∆(N, k) ≈

1
4ϕ(M) + (−1)k/2µ(M) k

12 . This yields parts (2) and (3) of Theorem 1.1.
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One thing that is special about levels which are perfect squares is that these are
precisely the levels where the newspaces are not generated by theta series attached
to definite quaternion algebras (see [HPS89] and [Mar20]). In particular if the level
N =M2, whereM is squarefree, then Snew

k (N) is generated by theta series together
with twists of forms of level 1 and level M (now including forms with nebentypus).

The discussion of the proof above, combined with this consideration about theta
series, suggests that the reason the strict bias towards root number +1 does not
persist in (certain) square levels may be due to newforms which are twists from full
level.

In Section 4, we describe what happens if one removes the contribution from
twists of level 1 forms. Specficially, denote by Snew

k (N)′ be the subspace of Snew
k (N)

generated by newforms which are not twists from level 1. Let ∆(N, k)′ be the num-
ber of newforms in Snew

k (N)′ with root number +1 minus the number of newforms
with root number −1.

Proposition 1.3. Let M > 1 be squarefree. The spaces Snew
k (M2)′ have a strict

bias towards root number +1, i.e., ∆(M2, k)′ ≥ 0, for all k if and only if M is
odd and M has an odd number of prime factors which are 3 mod 4. Otherwise, for
sufficiently large k, the sign of ∆(M2, k)′ is (−1)k/2µ(M).

Thus even though the proof of our theorems suggests the difference in root
number bias behavior for cubefree square levels comes from level 1 forms, this
difference does not always disappear when we omit twists of level 1 forms. In fact,
when M is even and squarefree, there are no twists from level 1.

From this perspective, it is natural to ask what happens if one excludes all
newforms which are twists from smaller levels, i.e., if one restricts to minimal
newforms. Since every newform in Snew

k (4) is minimal, and ∆(4, k) < 0 whenever
k ≡ 0 mod 4 and k ≥ 12, the sum of root numbers over minimal newforms is not
always positive. We also exhibit examples of p ≡ 3 mod 4 such that Snew

k (p2) has
more minimal newforms with root number −1 than +1. On the other hand, we give
a simple local condition which forces root numbers to be perfectly equidistributed
for minimal forms in certain (not necessarily square) levels.

Proposition 1.4. Let N ≥ 1, and let Smin
k (N) be the subspace of Snew

k (N) gen-
erated by newforms which are not twists from smaller levels. Suppose there exists

p2 ∥ N such that
(−N/p2

p

)
= 1. Then dimSmin

k (N)+ = dimSmin
k (N)−, i.e., root

numbers are perfectly balanced for minimal newforms.

The congruence conditions on primes dividing N in these propositions arise from
the way that local root numbers behave under twisting by quadratic characters.

1.3. Further remarks. As in [Mar18a], our formula for ∆(N, k) implies an exact
formula for the dimensions

dimSnew
k (N)± =

1

2
(dimSnew

k (N)±∆(N, k)) .

We do not write down these dimension formulas explicitly, but they immediately
follow by comparing with the explicit formula for dimSnew

k (N) in [Mar05].
Consequently, our formula for ∆(N, k) implies that root numbers of are +1 (or

−1) for 50% of newforms as k +N → ∞. We are not aware of an explicit proof of
this fact in the literature for non-squarefree N , though proofs were surely known
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to experts. In any case, our formulas together with standard class number bounds
yield equidistribution of root numbers with a very good error estimate.

The original motivation for the dimension formulas for newforms with prescribed
Atkin–Lehner signs in [Mar18a] was to use them to obtain mod 2 congruences
in [Mar18b]. Namely, we showed that perfect equidistribution of Atkin–Lehner
sign patterns in squarefree levels essentially means that every newform is mod 2
congruent to one with any desired Atkin–Lehner signs at those places. It may be
interesting to see whether the cases of perfect equidistribution of root numbers in
non-squarefree levels we give here are similarly related to mod 2 congruences.

The work [LPW23] estabishes biases of root numbers for Hilbert modular forms
for certain levels and base fields. One should be able to imitate [SZ88] to derive a
trace formula for Fricke, as well as Atkin–Lehner, involutions of Hilbert modular
forms. Then we expect that the strategy used in the present paper (resp. the one
in [Mar18a]) should yield distributions of root numbers (resp. Atkin–Lehner sign
patterns) in quite general settings (resp. for squarefree levels).

As a check on our formulas, we compared them numerically with newform and
root number calculations in Sage [Sage] for various ranges of values of (N, k).

Acknowledgements. I was inspired to revisit the question of root number biases
during a visit to MIT in Spring 2022 after a series of individual discussions with
Andrew Knightly, Anna Medvedovsky, and Andrew Sutherland. I also thank them
for subsequent comments. I am grateful to the referee for a careful reading, and
thoughtful comments and corrections.

2. Preliminaries

2.1. Notation. Throughout,M and N denote positive integers, and k ≥ 2 is even.
Let vp(N) = max{r ∈ Z : pr | N}. For N ∈ N, denote by Nodd the odd part of N ,

i.e., N = 2v2(N)Nodd. Let □ ⊂ N be the multiplicative submonoid of squares. Let
µ be the Möbius function.

Denote by trWN the trace of WN on the full cusp space Sk(N), and by trW new
N

the trace on the new subspace Snew
k (N). These traces also depend on the weight

k, but we suppress it in our notation.
For a statement ∗, we use δ∗ to mean 1 if the statement ∗ is satisfied, and 0

otherwise. E.g., δk=2 represents the Kronecker delta function δk,2.
The following function arises in the trace formula for WN . For s ∈ Z≥0, set

pk(s) = ρk−1−ρ̄k−1

ρ−ρ̄ where ρ, ρ̄ are the roots of X2 − sX + 1 if s2 ̸= 4, and set

pk(2) = k − 1.

2.2. Class number relations. Let −D < 0 be a discriminant, and h(−D) be the
class number of the quadratic order OD of discriminant −D. Let h′(−D) be the
class number weighted by [O×

D : Z×]−1, i.e., h′(−D) = h(−D) unless D < 5, and
then h′(−4) = 1

2 and h′(−3) = 1
3 . Define the Hurwitz class number H(−D) to

be the number of positive definite binary quadratic forms of discrimimant ∆ up
to equivalence, where we weight forms of discriminant −4 and −3 by 1

2 and 1
3 ,

respectively. (The class numbers h(−D) and h′(−D) can be interpreted in terms
of counting primitive forms.) We also set H(0) = − 1

12 .
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Now suppose −D is a fundamental discriminant, and λ > 0. Then

(2.1) h′(−λ2D) = λ
∏
p|λ

(1−
(
−D
p

)
1

p
)h′(−D) = λ

∑
t|λ

µ(t)

(
−D
t

)
1

t
h′(−D).

(E.g., see [Coh78, Corollary 15.40].)
We can write the Hurwitz class number in terms of h′ by

(2.2) H(−λ2D) =
∑
t|λ

h′(−Dt2).

Then

(2.3) H(−λ2D) =
∑
m|λ

∑
t|m

µ(t)

(
−D
t

)
m

t
h′(−D) =

∑
t|λ

µ(t)

(
−D
t

)
σ(λ/t)h′(−D).

3. Traces on newspace

Since, ∆(N, k) = (−1)k/2 trW new
N we want to compute trW new

N . A formula for
the trace of a product TnWM of Hecke and Atkin–Lehner operators on Sk(N),
together with a relation for how the trace on the newspace is related to traces on
full cusp spaces was given by Yamauchi [Yam73]. Unfortunately, Yamauchi’s paper
contains some clerical errors. A corrected formulation of these traces was later
given by Skoruppa and Zagier [SZ88], and we will use their formulation.

We just need the case that n = 1 and M = N , but some effort is still required to
get from the Skoruppa–Zagier formula to a relatively simple expression for ∆(N, k).
We will first find a simple expression for trWN , and then use it to get our desired
formula for trW new

N .
As explained in [SZ88, pp. 132–133], a newform f ∈ Snew

k (M) with root number

(−1)k/2wf contributes wf to trWN if N/M ∈ □ and 0 otherwise. Thus

trWN =
∑

M |N,N/M∈□

trW new
M ,

and so by Möbius inversion,

(3.1) trW new
N =

∑
Q2|N

µ(Q) trWN/Q2 .

Now a special case of [SZ88, (2.7)] yields

(3.2) trWN = −1

2

∑
M |N,N/M∈□

µ(
√
N/M)

∑
s

Is(k,M)− 1

2
δN∈{1,4} + δk=2,

where

Is(k,M) = pk(s/
√
M)H(s2 − 4M),

and 0 ≤ s ≤ 2
√
M such that

√
MN | s. The only way that s > 0 is possible then

is if N ≤ 4. Note that pk(0) = (−1)(k−2)/2, so when s = 0 we get

I0(k,M) = (−1)(k−2)/2H(−4M).
6



3.1. Small levels. We first deal with levels N ≤ 4.
The Fricke involution is trivial if N = 1. In particular we have

trW1 = dimSk(1) =

{
⌊ k
12⌋ k ̸≡ 2 mod 12

⌊ k
12⌋ − 1 + δk=2 k ≡ 2 mod 12.

The cases N = 2, 3 are included in the case of N squarefree (e.g., see [Mar18a,
Thm 2.2]). Explicitly, we have

trW2 = trW new
2 =

{
(−1)k/2(1− δk=2) k ≡ 0, 2 mod 8

0 k ≡ 4, 6 mod 8,

and

trW3 = trW new
3 =

{
(−1)k/2(1− δk=2) k ≡ 0, 2, 6, 8 mod 12

0 k ≡ 4, 10 mod 12.

If N = 4, we have

trW4 =
1

2
(I0(k, 1) + I2(k, 1)− I0(k, 4)− I4(k, 4))−

1

2
+ δk=2

Note that I0(k, 1) − I0(k, 4) = (−1)(k−2)/2(H(−4) − H(−16)) = (−1)k/2, and
I2(k, 1) = pk(2)H(0) = I4(k, 4). Thus

trW4 =

{
0 k ≡ 0 mod 4

−1 + δk=2 k ≡ 2 mod 4.

Then

trW new
4 = trW4 − trW1 =

{
−⌊ k

12⌋ k ≡ 0, 2, 4, 8 mod 12

−⌊ k
12⌋ − 1 k ≡ 6, 10 mod 12.

3.2. Generic levels: trace on full cusp space. Now suppose N > 4. Then the
only s-terms in (3.2) are s = 0, and we have

trWN = (−1)k/2
1

2

∑
M |N,N/M∈□

µ(
√
N/M)H(−4M) + δk=2.

We can uniquely write N = N1N
2
2 where N1 is squarefree. If N/M is a square,

then we can write M = N1M
2
2 where M2 | N2. Hence

trWN = (−1)k/2
1

2

∑
M2|N2

µ(N2/M2)H(−4N1M
2
2 ) + δk=2.

Proposition 3.1. Suppose N > 4, and write N = N1N
2
2 with N1 squarefree as

above. Then

(−1)k/2 trWN + δk=2 =


1
2h

′(−4N) if N1 ≡ 1, 2 mod 4,
1
2

(
3−

(−N1

2

))
h′(−N) if N1 ≡ 0, 3 mod 4, N2 odd,

h′(−N) if N1 ≡ 0, 3 mod 4, N2 even.

See [ZZ22] for an alternative proof, which also allows for quadratic nebentypus.
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Proof. First suppose −4N1 is a fundamental discriminant, i.e., −N1 ≡ 2, 3 mod 4.
We compute that

(−1)k/2 trWN + δk=2 =
1

2

∑
M2|N2

∑
t|M2

µ(N2/M2)σ(M2/t)µ(t)

(
−4N1

t

)
h′(−4N1)

=
1

2

∑
t|N2

N2

t
µ(t)

(
−4N1

t

)
h′(−4N1)

=
1

2
h′(−4N).

Here we got from the first equation to the second by interchanging the order of
summation and observing that for fixed t | N2,∑

t|M2|N2

µ(N2/M2)σ(M2/t) =
∑

M ′
2|(N2/t)

µ((N2/t)/M
′
2)σ(M

′
2),

where we have written M2 = tM ′
2. Then observe that this expression is just the

Dirichlet convolution (µ ∗ σ)(N2/t) = Id(N2/t) = N2/t. We will use this latter fact
again in the remaining cases.

For the rest of the proof, assume −N1 is a fundamental discriminant. Then
(3.3)

(−1)k/2 trWN + δk=2 =
1

2

∑
M2|N2

∑
t|2M2

µ(N2/M2)σ(2M2/t)µ(t)

(
−N1

t

)
h′(−N1).

First consider the case that N2 is odd. Note that for t odd and M2 | N2,
σ(2M2/t) = 3σ(M2/t). Consequently,

∑
M2|N2

∑
t|2M2

µ(N2/M2)σ(2M2/t)µ(t)

(
−N1

t

)

=
∑
t|M2

∑
M2|N2

µ(N2/M2)

(
σ(2M2/t)µ(t)

(
−N1

t

)
+ σ(M2/t)µ(2t)

(
−N1

2t

))

=
∑
t|N2

∑
t|M2|N2

µ(N2/M2)σ(M2/t)µ(t)

(
−N1

t

)(
3−

(
−N1

2

))

=
∑
t|N2

(µ ∗ σ)(N2/t)µ(t)

(
−N1

t

)(
3−

(
−N1

2

))

=
∑
t|N2

N2

t

(
−N1

t

)
µ(t)

(
3−

(
−N1

2

))
.

Plugging this into (3.3) and using (2.1) yields the second case of the proposition.
Finally suppose that N2 is even, so we can write N2 = 2eNodd

2 where e ≥ 1. For
an M2 | N2 appearing in the double sum in (3.3), we must have M2 = 2fModd

2

where f ∈ {e − 1, e} and Modd
2 | Nodd

2 due to the factor µ(N2/M2). Furthermore
the µ(t) factor means that we can restrict to t | 2Modd

2 in the same double sum.
Hence (3.3) is equal to 1

2h
′(−N1) times
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∑
Modd

2 |Nodd
2

∑
t|2Modd

2

(
µ(2Nodd

2 /Modd
2 )σ(2eModd

2 /t)µ(t)

(
−N1

t

)
+

µ(Nodd
2 /Modd

2 )σ(2e+1Modd
2 /t)µ(t)

(
−N1

t

))
=∑

Modd
2 |Nodd

2

∑
t|2Modd

2

µ(Nodd
2 /Modd

2 )
(
σ(2e+1Modd

2 /t)− σ(2eModd
2 /t)

)
µ(t)

(
−N1

t

)
.

Note that σ(2jm) = (2j+1 − 1)σ(m) for m > 0 odd and j ≥ 0. Now considering
the t odd and t even terms separately, we rewrite the above as

2e
∑

Modd
2 |Nodd

2

∑
t|Modd

2

µ(Nodd
2 /Modd

2 )σ(Modd
2 /t)µ(t)

(
−N1

t

)(
2−

(
−N1

2

))
=

2e
(
2−

(
−N1

2

)) ∑
t|Nodd

2

(µ ∗ σ)(Nodd
2 /t)µ(t)

(
−N1

t

)
=

2e
(
2−

(
−N1

2

)) ∑
t|Nodd

2

Nodd
2

t
µ(t)

(
−N1

t

)
.

Multiplying this expression by 1
2h

′(−N1) and applying both equalities in (2.1) yields

2e−1

(
2−

(
−N1

2

))
h′(−N1(N

odd
2 )2) = h′(−N).

This completes the last case of the proposition. □

3.3. Alternating class number sums. Let N ≥ 1 and write N = N1N
2
2 > 4

with N1 squarefree. Then by (3.1), we have

(3.4) trW new
N =

∑
Q|N2

µ(N2/Q) trWN1Q2 .

Comparing this with Proposition 3.1, to get a simplified formula for trW new
N , we

essentially just need to evaluate

(3.5)
∑
Q|N2

µ(N2/Q)h′(−DQ2),

where −D = −4N1 or −D = −N1, whichever is a fundamental discriminant. We
will also need to include “correction terms” when k = 2 or when N1Q

2 ≤ 4, and
distinguish the Q odd from Q even cases when −D = −N1, but let us first evaluate
(3.5).

We can rewrite the sum in (3.5) as
∑

Q|N2

∑
t|Q µ(N2/Q)Qt µ(t)

(−D
t

)
h′(−D),

which is equal to
∑

t|N2

(∑
Q′|N2/t

µ((N2/t)/Q
′)Q′

)
µ(t)

(−D
t

)
h′(−D). The inner

sum is the Dirichlet convolution (µ ∗ Id)(N2/t) = ϕ(N2/t). Hence

(3.6)
∑
Q|N2

µ(N2/Q)h′(−DQ2) = c(−D,N2)h
′(−D),

9



where

c(−D,n) =
∑
t|n

ϕ(n/t)µ(t)

(
−D
t

)

=
∏
p||n

(
p− 1−

(
−D
p

)) ∏
p2|n

pvp(n)−2(p− 1)

(
p−

(
−D
p

))
.(3.7)

The second equality follows from observing c(−D,n) is a Dirichlet convolution of
multiplicative functions in n, and thus multiplicative in n, and then noting that
c(−D, pr) = ϕ(pr)− ϕ(pr−1)

(−D
p

)
.

We make two remarks. First, c(−D,N2) ≥ 0 for all N , and c(−D,N2) = 0 if
and only if 2 ∥ N2 and

(−D
2

)
= 1. Second, if N2 | D (which, when −D is odd, is

equivalent to vp(N) ̸= 2 for all p), then we simply have that c(−D,N2) = ϕ(N2).

3.4. Main and correction terms. As above, write N = N1N
2
2 (N ≥ 1) with N1

squarefree, and let −D be the discriminant of Q(
√
−N). Set

b(N) =


1
2 −N1 ≡ 2, 3 mod 4,
1
2

(
3−

(−N1

2

))
−N1 ≡ 1 mod 4, N2 odd,

1 −N1 ≡ 1 mod 4, N2 even.

Then Proposition 3.1 asserts that

(3.8) trWN1Q2 = (−1)k/2b(N1Q
2)h′(−DQ2) + δk=2,

when N1Q
2 > 4. Combining this with (3.4) implies that

(3.9) trW new
N = A(N, k) + ξ0(N, k) + ξ1(N, k),

where A(N, k) is the “main term”

A(N, k) = (−1)k/2
∑
Q|N2

µ(N2/Q)b(N1Q
2)h′(−DQ2)

and ξ0(N, 1) and ξ1(N, 1) are the correction terms given as

ξ0(N, k) =
∑

Q|N2, N1Q2≤4

µ(N2/Q)
(
trWN1Q2 − (−1)k/2b(N1Q

2)h′(−DQ2)
)
,

ξ1(N, k) = δk=2

∑
Q|N2, N1Q2>4

µ(N2/Q).

First we rewrite A(N, k). Note that b(N1Q
2) = b(N) for all Q | N2 unless −N1

is a fundamental discrimimant, N2 is even, Q is odd and
(−N1

2

)
̸= 1. In the latter

instance, b(N) = 1 and for Q | N2, b(N1Q
2) is 1 or 2 when Q is even or odd,

respectively. Bearing this in mind, using (3.6) we can write

(3.10) A(N, k) = (−1)k/2b(N)c′(−D,N2)h
′(−D),

where

c′(−D,N2) =

{
1
2c(−D,N2) N1 ≡ 3 mod 8, 2 ∥ N2

c(−D,N2) else.

The 1
2c(−D,N2) case arises as c(−D,N2)− c(−D,Nodd

2 ), and then observing that

c(−D,N2) = 2c(−D,Nodd
2 ) when N1 ≡ 3 mod 8 and 2 ∥ N2. Consequently, the

10



function c′(−D,N2) also has image in Z≥0 and is 0 precisely when c(−D,N2) is.
Note that in general we can write

b(N)c′(−D,N2) =
1

2
β(N)c(−D,N2)

where β(N) is as in (1.1).
Now we simplify the correction terms.
Terms with N1Q

2 ≤ 4 occur if and only if (i) Q = 1, N2 is squarefree and N1 ≤ 3;
or (ii) Q = 2, N2 is twice a squarefree number and N1 = 1. Hence,

ξ0(N, k) =



µ(N2)
(
trW1 − (−1)k/2 · 1

4

)
N1 = 1, N2 odd squarefree

µ(N2)
(
trW1 − trW4 + (−1)k/2 · 1

4

)
N1 = 1, N2 even squarefree

µ(N2/2)
(
trW4 − (−1)k/2 · 1

2

)
N1 = 1, N2/4 odd squarefree

µ(N2)
(
trW2 − (−1)k/2 · 1

2

)
N1 = 2, N2 squarefree

µ(N2)
(
trW3 − (−1)k/2 · 2

3

)
N1 = 3, N2 squarefree,

and ξ0(N, k) = 0 otherwise.
For the other correction term, note that∑

Q|N2

µ(N2/Q) · 1 =
∑
Q|N2

µ(Q) = δN2=1.

Hence

ξ1(N, k) = δk=2 (δN2=1 + ε(N))

where ε(N) = −
∑

Q|N2, N1Q2≤4 µ(N2/Q). Explicitly, we have

ε(N) =


−µ(N2) N1 = 1, N2 odd squarefree

−µ(N2/2) N1 = 1, N2/4 odd squarefree

−µ(N2) N1 = 2, 3, N2 squarefree

0 else.

3.5. Formulas for traces on newspaces. Combining the explicit expressions for
the main and correction terms in the previous section gives the following.

Proposition 3.2. Let N ≥ 1, and let k ≥ 2 be even. Write N = N1N
2
2 where N1

is squarefree, and let −D ∈ {−N1,−4N1} be the discriminant of Q(
√
−N).

(1) If N is not 1, 2, 3 or 4 times the square of a squarefree number, then

trW new
N =

1

2
(−1)k/2β(N)c(−D,N2)h

′(−D) + δk=2δN2=1.

(2) Suppose N = N2
2 , where N2 is squarefree. If N2 is odd, then

trW new
N =

1

4
(−1)k/2 (c(−4, N2)− µ(N2)) + µ(N2)

(⌊
k

12

⌋
− κodd1

)
+ δk=2δN2=1,

where κodd1 = 1 if k ≡ 2 mod 12 and κodd1 = 0 otherwise. If N2 is even,
then

trW new
N =

1

4
(−1)k/2 (c(−4, N2) + µ(N2)) + µ(N2)

(⌊
k

12

⌋
+ κeven1

)
,

where κeven1 = 1 if k ≡ 6, 10 mod 12 and κeven1 = 0 otherwise.
11



(3) If N = N2
2 , where N2 is twice an even squarefree number, then

trW new
N =

1

4
(−1)k/2c(−4, N2)−

1

2
µ(N2/2).

(4) If N = 2N2
2 , where N2 is squarefree, then

trW new
N =

1

2
(−1)k/2 (c(−8, N2) + κ2µ(N2)) + δk=2δN2=1,

where κ2 = 1 if k ≡ 0, 2 mod 8 and κ2 = −1 if k ≡ 4, 6 mod 8.
(5) If N = 3N2

2 , where N2 is squarefree, then

trW new
N =

1

3
(−1)k/2

(
1

2
β(N)c(−3, N2) + κ3µ(N2)

)
+ δk=2δN2=1,

where κ3 = −2 if k ≡ 4, 10 mod 12 and κ3 = 1 otherwise.

Proof. From the previous section, we see that

trW new
N =

1

2
(−1)k/2β(N)c(−D,N2)h

′(−D) + ξ0(N, k) + δk=2(δN2=1 + ε(N)).

In case (1), ξ0(N, k) = ε(N) = 0, which yields the formula.
For the remaining cases, one just explicates ξ0(N, k)+δk=2ε(N) using the special

cases for trWN in Section 3.1. For instance, in case (2) with N2 odd, we have
−D = −4 so h′(−4) = 1

2 and

ξ0(N, k) + δk=2ε(N) = µ(N2)

(
trW1 − (−1)k/2

1

4
− δk=2

)
= µ(N2)

(⌊
k

12

⌋
− κodd1 − (−1)k/2

1

4

)
.

□

Corollary 3.3. Keep the notation of Proposition 3.2.

(1) Suppose N is not 1, 2, 3 or 4 times the square of a squarefree number.
Then ∆(N, k) ≥ 0. Furthermore, ∆(N, k) = 0 exactly when (i) k = 2 and
either dimSnew

k (N) = 0 or N ∈ {37, 58}; or (ii) 2 ∥ N2 and N1 ≡ 7 mod 8.
(2) Suppose N = N2

2 where N2 is squarefree. Then ∆(N, k) ≥ 0 for all N if
k ≤ 10 or k = 14. For any fixed k, ∆(N, k) ≥ 0 for N sufficiently large.
For fixed N and sufficiently large k, |∆(N, k)| > 0 and the sign of ∆(N, k)
is (−1)k/2µ(N2).

(3) Suppose N = N2
2 where N2 is twice an even squarefree number. Then

∆(N, k) ≥ 0. Further, ∆(N, k) = 0 if and only if N = 16 and k ≡ 2 mod 4.
(4) Suppose N = 2N2

2 , where N2 is squarefree. Then ∆(N, k) ≥ 0. Further
∆(N, k) = 0 if and only if (i) N ∈ {8, 18} and k ≡ 0, 2 mod 8; (ii) N ∈
{2, 72} and k ≡ 4, 6 mod 8; or (iii) (N, k) = (2, 2).

(5) Suppose N = 3N2
2 , where N2 is squarefree. Then ∆(N, k) ≥ 0. Further

∆(N, k) = 0 if and only if (i) N = {3, 108} and k ≡ 4, 10 mod 12; (iii)
N = 12 and k ̸≡ 4, 10 mod 12; or (iii) (N, k) = (3, 2).

Proof. Recall that we always have b(N) ≥ 1
2 , c(−D,N2) ∈ Z≥0 and h′(−D) ≥ 1

3 .

Moreover c(−D,N2) = 0 if and only if either 2 ∥ N2 is even and
(−D

2

)
= 1.

Hence the statement that ∆(N, k) ≥ 0 in (1) is obvious when k ̸= 2. When
k = 2, the only possible negative term in our formula for (−1)k/2 trW new

N is −δN2=1.
However this only occurs when N is squarefree, in which case we already know

12



∆(N1, 2) ≥ 0 with equality if and only if dimSnew
2 (N) = 0 or N ∈ {37, 58} by

[Mar18a]. When N is not squarefree, ∆(N, k) = 0 if and only if c(−D,N2) = 0.
This finishes (1).

Suppose we are in case (2) now. Note c(−4, N2) =
∏

p|Nodd
2

(p − 1 −
(−4

p

)
) ≥

3ω(Nodd
2 ). Here ω(n) denotes the number of prime divisors of n. For fixed k, ∆(N, k)

is thus dominated by c(−4, N2) as N2 → ∞. For fixed N , ∆(N, k) is dominated by
(−1)k/2µ(N2)⌊k/12⌋ as k → ∞. If k < 12 and k = 14, the only possible negative
terms in our formulas for (−1)k/2 trW new

N will be a −1 (depending on µ(N2) and
k). However, in these cases is also a strictly positive term, and since the trace is an
integer, (−1)k/2 trW new

N ≥ 0.
In case (3), we have c(−4, N2) = 2

∏
p|Nodd

2
(p − 1 −

(−1
p

)
) ≥ 2, with equality if

and only if N = 16. This easily gives the assertions in (3).
Consider case (4). When N2 = 1, by [Mar18a] ∆(2, k) ≥ 0 with equality if

and only if k ≡ 4, 6 mod 8. Suppose N2 > 1. Then ∆(N, k) ≥ 0 if and only if
c(−8, N2) ≥ −κ2µ(N2). Note c(−8, N2) =

∏
p|N2

(p− 1−
(−8

p

)
) ≥ 1 and equals 1 if

and only if N2|6. Then the assertions readily follow.
Finally consider case (5). Again, the squarefree caseN = 3 is treated in [Mar18a],

so suppose N2 > 1. Now β(N)c(−3, N2) equals
∏

p|N2
(p− 1−

(−3
p

)
) ≥ 2ω(N2) if N2

is odd and 1
2

∏
p|Nodd

2
(p−1−

(−3
p

)
) ≥ 2ω(Nodd

2 −1) if N2 is even. Comparing with the

proposition now finishes the proof. □

This proves the theorems stated in the introduction.

4. Excluding twists for certain levels

Motivated by the different behavior in root number bias for cubefree square
levels, we briefly investigate what happens when we exclude certain twists from
smaller levels. Our main goal is to prove the propositions in Section 1.2.

First we recall some facts about twists of modular forms of cube-free levels. We
will explain things from the point of view of associated local representations, as
this perspective makes things more transparent to us. However, many of the facts
that we recall are also well known from the more classical “global” approach (see
[AL70], [AL78], [HPS90]).

Given a newform f ∈ Snew
k (N,ψ) with nebentypus ψ, there is an associated

cuspidal automorphic representation π = πf of GL2(AQ). We have a decomposition
π =

⊗
p πp ⊗ π∞, where each πp is an infinite-dimensional irreducible admissible

complex representation of GL2(Qp). We say πp is the local representation at p
associated to f . The local conductor c(πp) is the exponent vp(N) in the level of f .

Assume now that ψ is trivial, i.e., f ∈ Snew
k (N). Then π, and each πp, has trivial

central character. Moreover, πp is an unramified principal series representation (i.e.,
c(πp) = 0) if and only if p ∤ N . Also, πp is an unramified quadratic twist (possibly
trivial twist) of the Steinberg representation Stp of GL2(Qp) (i.e., c(πp) = 1) if and
only if p ∥ N .

Now there are 3 possibilities when c(πp) = 2: πp can be a ramified principal
series, a ramified quadratic twist of Steinberg, or supercuspidal. However, the
former two possibilities do not happen for p = 2 (e.g., see [Pac13, Corollary 4.1]).
In fact there are 2 possibilities for πp being a ramified principal series: either it is a
ramified quadratic twist of an unramified principal series, or a minimal twist (a twist

13



minimizing the local conductor) of πp is a ramified principal series of conductor 1
(necessarily the central character is nontrivial and has conductor 1). In any event,
only the supercuspidal representations are minimal.

Suppose now that N = M2 where M > 1 is squarefree. Then the above de-
scription of local representations means exactly one of the following is true for a
newform f ∈ Snew

k (N):

(1) f is minimal, i.e., no twist (possibly with nebentypus) has smaller level.
Here πp is supercuspidal for each p | N .

(2) f is a quadratic twist of a level 1 newform. Here πp is a ramified quadratic
twist of an unramified principal series for each p | N . Necessarily N is odd.

(3) A minimal twist f ′ of f (possibly with nebentypus) has level N ′ strictly
between 1 and N . Necessarily v2(N

′) = v2(N).

The utility of the local representation theory perspective for us comes both from
a straightforward description of the level of twists and the fact that root numbers
can be read off of the local representations. Namely, the root number of f is
the product over p of the local representation root numbers wp(πp) times (−1)k/2

(which is the local root number of π∞).
Recall Snew

k (N)′ (resp. Smin
k (N)) is defined to be the subspace of Snew

k (N) gen-
erated by newforms of types (1) and (3) above (resp. of type (1) above). Define
trW ′

N and trWmin
N to be the traces of WN restricted to the spaces Snew

k (N)′ and
Smin
k (N), respectively. First we describe trW ′

N .

Lemma 4.1. We have

trW ′
N =

{
trW new

N − (−1)k/2
∏

p|N
(−1

p

)
· dimSk(1) N odd

trW new
N N even.

Proof. Since Snew
k (N)′ = Snew

k (N) if N is even, assume N is odd. Then we simply
need to subtract off from trW new

N the trace of WN restricted to the subspace of
Snew
k (N) generated by forms of type (2). Now we simply use the fact that if πp

is a ramified quadratic twist of an unramified principal series, then wp(πp) =
(−1

p

)
(see [Pac13, Theorem 3.2] in terms of local representations, or [AL70, Theorem 6]
in terms of modular forms). □

Let ∆(N, k)′ = (−1)k/2 trW ′
N , which is the difference between the number of

newforms in Snew
k (N)′ with root number +1 and −1.

Proof of Proposition 1.3. When N is even, we simply have ∆(N, k)′ = ∆(N, k), so
assume N is odd. Then Proposition 3.2 combined with the above lemma shows
∆(N, k)′ is

1

4
(c(−4,M)− µ(M))−

∏
p|M

(
−1

p

)
− (−1)k/2µ(M)

 dimSk(1) + µ(M)δk=2.

The sum of the first and the last term is always non-negative. Note the coefficient
of dimSk(1) is negative if and only if µ(M) = −(−1)k/2 and

∏
p|M

(−1
p

)
= 1. In

this case, ∆(N, k)′ < 0 if k is sufficiently large. □

In general to describe trWmin
N , one needs to isolate the forms which are super-

cuspidal at each ramified place. One can presumably do this in a similar way as
Lemma 4.1, by subtracting off the contributions from twists from smaller level.
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However, we will restrict ourselves to giving a couple of examples to show that
(−1)k/2 trWmin

N can be negative, and then prove that often there is a quadratic
twist which forces trWmin

N = 0 to get Proposition 1.4.
The example of N = 4 was already given in Section 1.2. The following examples

are taken from the LMFDB [LMFDB].

Example 4.2. The space Snew
10 (9) has 3 newforms, all rational. Two are twists from

Snew
10 (3) by the quadratic character

(−3
·
)
, and they have root number +1 (though the

corresponding forms on Snew
10 (3) have opposite root numbers). The other newform

in Snew
10 (9), which is CM and minimal, has root number −1. Hence the sum of root

numbers of minimal newforms in S10(9) is −1, though ∆(10, 9) = +1.

Example 4.3. The space Smin
14 (49) has 3 Galois orbits of newforms: one CM orbit

of size 1 and root number +1, one Galois orbit of size 6 and root number +1, and
one Galois orbit of size 12 and root number −1. Hence the sum of root numbers
for minimal forms is 1 · 1 + 1 · 6 − 1 · 12 = −5. On the other hand, ∆(49, 14) = 2.
We remark that except for the first form, all newforms are non-CM, and all of the
newforms have nontrivial inner twists.

Proof of Proposition 1.4. Here we allow any N > 1, i.e., N need not be a square
or cubefree. Suppose p2 ∥ Nodd, and let χ be the quadratic character of conductor
±p. Then twisting any minimal newform f ∈ Smin

k (N) gives another newform of
level N . The local argument for this is that twisting a supercuspidal representation
πp with c(πp) = 2 by χp yields a supercuspidal representation πp ⊗ χp also of local
conductor 2.

Hence twisting by χ is an involution on the set of minimal newforms. Now any
supercuspidal representation πp with c(πp) = 2 is necessarily minimal, and thus by
[Tun78, Proposition 3.5], is induced from the unramified quadratic extension of Qp.
Hence by [Pac13, Theorem 3.2], the local root number of πp⊗χp is −

(−1
p

)
times the

local root number of πp. Moreover, for q | p−2N , twisting by χp multiplies the root

number of πq by
(
q
p

)vq(N)
. In particular, if

(−N/p2

p

)
= 1, then twisting by χ flips

the sign of the root number of minimal newforms, which implies trWmin
N = 0. □
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