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Abstract. We establish a simple relative trace formula for GSp(4) and inner

forms with respect to Bessel subgroups to obtain a certain Bessel identity.
From such an identity, one can hope to prove a formula relating central values

of degree four spinor L-functions to squares of Bessel periods as conjectured
by Böcherer. Under some local assumptions, we obtain nonvanishing results,

i.e., a global Gross–Prasad conjecture for (SO(5), SO(2)).

1. Introduction

Let E/F be a quadratic extension of number fields, π a cuspidal automorphic
representation of GL2(AF ) with trivial central character, and χ an idèle class char-
acter of E. Let L(s, π × χ) denote the GL(2) ×GL(2) Rankin–Selberg L-function
associated to π times the theta lift θχ of χ to an automorphic representation of
GL2(AF ). In particular, if χ is the trivial character 1E of A×E , then

L(1/2, π × 1E) = L(1/2, π)L(1/2, π ⊗ κ),

where κ is the quadratic idèle class character of F associated to E/F .
In [36], Waldspurger proved a celebrated formula for the twisted central value

L(1/2, π × χ) in terms of compact toric periods on a certain representation πD
which is a functorial lift of π. Namely, there is a unique quaternion algebra D/F
determined by ε-factors such that E ⊂ D, π has a Jacquet–Langlands transfer πD
to D×(AF ), and the local Hom spaces HomE×v

(πD,v, χv) 6= 0 for all v.
Fix πD as above and consider the global periods

PD : πD → C
given by

PD(φ) =

∫
A×E/A

×
F

φ(t)χ−1(t) dt.

Note PD lies in the nonzero (in fact, one-dimensional) global Hom space HomA×E
(πD, χ),

though PD may be zero or not. Then Waldspurger’s formula is an expression of
the form

(1.1)
|PD(φ)|2

(φ, φ)
=

1

ζ(2)

∏
v

αv(φ, π, χ)L(1/2, π × χ),

where φ ∈ πD, (·, ·) is an invariant scalar product on πD, and the factors αv(φ, π, χ),
which are 1 for almost all v, are given by certain local integrals. In particular, one
immediately gets that PD 6≡ 0 implies L(1/2, π × χ) 6= 0.

Date: December 2, 2013.

1



2 MASAAKI FURUSAWA AND KIMBALL MARTIN

Shortly thereafter, Jacquet also studied these L-values and periods using relative
trace formulas, first for χ trivial in [19], then for arbitrary χ with a technically more
involved trace formula in [20]. Specifically, Jacquet’s trace formula—to be specific,
the one in [19]—gives identities of the form

(1.2) Jπ(f) = JπD (fD)

where f ∈ C∞c (GL2(AF )) and fD ∈ C∞c (D×(AF )) are “matching functions,” and
Jπ, JπD are certain spectral distributions related to L(1/2, π)L(1/2, π ⊗ κ) and
products of periods of the form PD(φ1)PD(φ2). These kinds of spectral distribu-
tions are now often called Bessel distributions, and equations of the form (1.2)
Bessel identities. In particular, from this Bessel identity, Jacquet deduces that
L(1/2, π)L(1/2, π ⊗ κ) 6= 0 if and only if PD 6≡ 0. Subsequently, Jacquet and Chen
[21] use the Bessel identity from [20] to obtain a formula of the form

(1.3) JπD (fD) = c(fD)L(1/2, π × χ).

For suitable test functions fD, JπD (fD) is just |PD(φ)|2 and one can realize (1.3)
in the form of Waldspurger’s formula (1.1). Indeed, in [27], the second author and
Whitehouse used (1.3) to get explicit versions of Waldspurger’s formula.

On the other hand, Waldspurger [35] had previously shown that L-values for
elliptic modular forms are also related to Fourier coefficients of certain half-integral
weight modular forms. Motivated by this, Böcherer [5] conjectured an L-value
formula for Siegel modular forms of degree 2 in terms of certain Fourier coefficients,
and proved his conjecture in special cases (cf. [9, Introduction]). We remark that
the formula in [35] has also been reproven—in fact in a more general setting—by
Baruch and Mao [4] using a relative trace formula.

By putting Böcherer’s conjecture in a representation theoretic framework, the
first author together with Shalika [9] realized this conjecture as a higher rank ana-
logue of (1.1). Namely, they conjecture a relation between twisted central spinor
L-values L(1/2, π×χ) = L(1/2, π⊗θχ) of cuspidal automorphic representations π of
GSp4(AF ) and Bessel periods on inner forms (see Conjecture 1.1 below). They also
conjecture two relative trace formulas—the first for trivial χ, the second for arbi-
trary χ—analogous to those in [19] and [20] which should resolve this generalization
of Böcherer’s conjecture. See Conjecture 1.2 below for the first trace formula.

Conjecture 1.1 essentially constitutes the (SO(5),SO(2)) case (for χ trivial) of the
global Gross–Prasad conjectures (local and global conjectures for (SO(n+1),SO(n))
are made in [15], and local conjectures for (SO(2n+ 1),SO(2m)) are made in [16]).
This is not strictly a generalization of Böcherer’s conjecture, as Conjecture 1.1, or
more generally the global Gross–Prasad conjectures, are only about nonvanishing,
but the point is that Conjecture 1.2 should also yield a special value formula as in
the GL(2) case. We remark that the global Gross–Prasad conjectures for (SO(n+
1),SO(n)) have been recently made precise, in the sense of a conjectural special
value formula, by Ichino and Ikeda [17].

As the first step in establishing these two relative trace formulas, [9] proves the
fundamental lemma for the unit element of the Hecke algebra. In [7], the present
authors proposed an alternative trace formula to the second one in [9], and proved
the fundamental lemma for the unit element. Then in [8], the present authors with
Shalika extended the fundamental lemma to the full Hecke algebra for the first
trace formula proposed in [9] and the third one proposed in [7]. In the present
paper, we apply these fundamental lemmas to establish a Bessel identity analogous
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to (1.2) for the first trace formula in [9] and deduce nonvanishing results, i.e., we
show Conjectures 1.1 and 1.2 under some local assumptions. Partial results on
global Gross–Prasad conjectures have previously been obtained in a general setting
by Ginzburg, Jiang and Rallis [13], [14] using entirely different methods.

We now introduce the necessary notation to state our results precisely.

Notation. Let F be a number field and let A be its ring of adeles. Let ψ be a non-
trivial character of A/F . Let E be a quadratic extension of F and let AE be its ring
of adeles. Let κ = κE/F denote the quadratic character of A×/F× corresponding
to the quadratic extension E/F in the sense of class field theory. Let σ denote the
unique non-trivial element in Gal (E/F ) and take η ∈ E× such that ησ = −η.

If v is a nonarchimedean place of F , we denote by Ov the ring of integers of Fv,
and by Ξv the characteristic function of GSp4(Ov).

For any algebraic group G, we will denote the center by Z.

1.1. Setup.

1.1.1. GSp (4) and the Novodvorsky subgroups. Let G be the group GSp (4), an
algebraic group over F defined by

G =
{
g ∈ GL (4) | tgJg = λ (g) J, λ (g) ∈ GL(1)

}
, where J =

(
0 12

−12 0

)
.

Here tg denotes the transpose of g and λ (g) is called the similitude factor of g.
Define the upper and lower Novodvorsky (or split Bessel) subgroups, resp. H and

H̄, of G by

H =



a 0 0 0
0 b 0 0
0 0 b 0
0 0 0 a

(12 X
0 12

)
: a, b ∈ GL(1), X ∈ Sym(2)


and

H̄ =



a 0 0 0
0 b 0 0
0 0 b 0
0 0 0 a

(12 0
Y 12

)
: a, b ∈ GL(1), Y ∈ Sym(2)

 .

Here Sym(2) denotes the group of symmetric 2× 2 matrices.

1.1.2. Quaternion similitude unitary groups and the Bessel subgroups. For each
ε ∈ F×, let Dε denote the quaternion algebra over F defined by

Dε =

{(
a bε
bσ aσ

)
: a, b ∈ E

}
.

We shall identify a ∈ E with

(
a 0
0 aσ

)
∈ Dε. We recall that {Dε}ε gives a set of

representatives for the isomorphism classes of central simple quaternion algebras
over F containing E when ε runs over a set of representatives for F×/NE/F (E×).
Let Dε 3 α 7→ ᾱ ∈ Dε denote the canonical involution of Dε, i.e.,(

a bε
bσ aσ

)
=

(
aσ −bε
−bσ a

)
.



4 MASAAKI FURUSAWA AND KIMBALL MARTIN

We define the quaternion similitude unitary group Gε of degree two over Dε to
be

Gε =

{
g ∈ GL (2, Dε) : g∗

(
0 1
1 0

)
g = µ (g)

(
0 1
1 0

)
, µ (g) ∈ GL(1)

}
where g∗ =

(
ᾱ γ̄
β̄ δ̄

)
for g =

(
α β
γ δ

)
. We recall that the Gε’s are inner forms of

G = GSp (4). When ε = 1, we have D1 ' Mat2×2 (F ) and G = αG1α
−1 in GL4 (E)

where

α =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 −1 0




1 1 0 0
η −η 0 0
0 0 1 1
0 0 η −η

 .

We define the upper (resp. lower) (anisotropic) Bessel subgroup Rε (resp. R̄ε)
of Gε by

Rε =

{(
a 0
0 a

)(
1 X
0 1

)
: a ∈ E×, X ∈ D−ε

}
,

R̄ε =

{(
a 0
0 a

)(
1 0
Y 1

)
: a ∈ E×, Y ∈ D−ε

}
,

where D−ε =
{
X ∈ Dε | X + X̄ = 0

}
.

1.1.3. Relative trace formula for G. We define characters θ and ψ of H(A) and
H̄(A) by

θ



a 0 0 0
0 b 0 0
0 0 b 0
0 0 0 a

(12 X
0 12

) = κ(ab)ψ

[
tr

((
0 1
1 0

)
X

)]

and

ψ



a 0 0 0
0 b 0 0
0 0 b 0
0 0 0 a

(12 0
Y 12

) = ψ

[
tr

((
0 1
1 0

)
Y

)]
.

For a cuspidal representation π of G(A)/Z(A), we define the upper and lower
Novodvorsky periods (with respect to θ−1 and ψ−1)

P : π → C, P ′ : π → C

by

(1.4) P(φ) = Pθ−1(φ) =

∫
Z(A)H(F )\H(A)

φ(h)θ−1(h) dh

(1.5) P ′(φ) = P ′ψ−1(φ) =

∫
Z(A)H̄(F )\H̄(A)

φ(h̄)ψ−1(h̄) dh̄.

The Novodvorsky periods necessarily vanish if π is not generic [6]. If π is generic,
then these are the integrals that arise in Novodvorsky’s GSp(4) × GL(1) integral
representation [29] for the spinor L-functions L(s, π) and L(s, π,⊗κ) when s = 1

2 .
See Bump [6] for the unfolding and local unramified calculations, as well as Soudry
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[32], [33] and Takloo-Bighash [34] for the local theory. In particular P 6≡ 0 is
equivalent to L(1/2, π ⊗ κ) 6= 0 and P ′ 6≡ 0 is equivalent to L(1/2, π) 6= 0.

Let f ∈ C∞c (G(A)). This gives rise to the associated kernel function

K(x, y) = Kf (x, y) =
∑

γ∈Z(F )\G(F )

∫
Z(A)

f(x−1γyz) dz.

Then the relative trace formula in question will be derived from

(1.6) J(f) =

∫
Z(A)H̄(F )\H̄(A)

∫
Z(A)H(F )\H(A)

Kf (h̄, h)ψ(h̄)−1θ(h) dh̄ dh.

At least formally, the relative trace formula is an identity derived from the geo-
metric and spectral expansions of K(x, y), of the form

J(f) =
∑

γ∈H̄(F )\G(F )/H(F )

Jγ(f) =
∑
π cusp

Jπ(f) + Jnc(f).

Here each Jγ(f) is a certain relative orbital integral, Jnc(f) denotes the non-cuspidal
contribution, and

Jπ(f) =
∑
φ

P ′(π(f)φ)P(φ)

where π is a cuspidal automorphic representation of G(A)/Z(A) and φ runs over
an orthonormal basis for π (at least for suitable f and basis {φ}; cf. (4.12) below).
In particular Jπ 6≡ 0 if and only if L(1/2, π)L(1/2, π ⊗ κ) 6= 0.

1.1.4. Relative trace formula for Gε. Let τ and ξ be the characters of Rε and R̄ε
given by

τ

[(
a 0
0 a

)(
1 X
0 1

)]
= ψ(tr(−ηX))

and

ξ

[(
a 0
0 a

)(
1 0
Y 1

)]
= ψ(tr(−η−1Y )).

For a cuspidal representation π of Gε(A)/Z(A), we define the upper and lower
Bessel periods (with respect to τ−1 and ξ−1)

Pε : π → C, P ′ε : π → C

by

(1.7) Pε(φ) = Pε,τ−1(φ) =

∫
Z(A)Rε(F )\Rε(A)

φ(r)τ−1(r) dr

(1.8) P ′ε(φ) = P ′ε,ξ−1(φ) =

∫
Z(A)R̄ε(F )\R̄ε(A)

φ(r̄)ξ−1(r̄) dr̄.

The representation π having a nonzero upper Bessel period (i.e., Pε 6≡ 0) is equiva-
lent to having a nonzero lower Bessel period (i.e., P ′ε 6≡ 0). This equivalence follows
as

P ′ε(φ) = Pε(π(wη)φ), where wη =

(
0 −η2

1 0

)
.

Thus if Pε 6≡ 0, we simply say π has a Bessel period (with respect to E).
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Let fε ∈ C∞c (Gε(A)). This gives rise to the associated kernel function

Kε(x, y) = Kfε(x, y) =
∑

γ∈Z(F )\Gε(F )

∫
Z(A)

fε(x
−1γyz) dz.

Then the relative trace formula in question will be derived from

(1.9) Jε(fε) =

∫
Z(A)R̄ε(F )\R̄ε(A)

∫
Z(A)Rε(F )\Rε(A)

Kfε(r̄, r)ξ(r̄)
−1τ(r) dr̄ dr.

Ignoring convergence issues, (1.9) should have a geometric expansion of the form

Jε(fε) =
∑

γε∈R̄ε(F )\Gε(F )/Rε(F )

Jγε(fε),

where the distributions Jγε(fε) are given by certain (relative) orbital integrals.
On the other hand, (1.9) should also have a spectral expansion of the form

Jε(fε) =
∑

πε cusp

Jπε(fε) + Jε,nc(fε)

where πε runs over the cuspidal automorphic representations of Gε(A)/Z(A) and
Jε,nc comprises the contribution from the non-cuspidal part of the spectrum. Namely,
we have

Jπε(fε) =
∑
φ

P ′ε(πε(fε)φ)Pε(φ),

when φ runs over a suitable orthonormal basis for the space of πε. This implies
that πε has a Bessel period if and only if Jπε 6≡ 0.

1.2. Results. In analogy with Jacquet’s work [19], and in connection with Böcherer’s
conjecture, Shalika and the first author made the following conjectures.

Conjecture 1.1. ([9, Conjecture 1.10]) Given a generic cuspidal representation
π of G(A)/Z(A) such that L(1/2, π)L(1/2, π ⊗ κ) 6= 0, there exists a Jacquet–
Langlands transfer πε of π to some Gε(A)/Z(A) which has a Bessel period with
respect to E.

Conversely, given a cuspidal representation πε of Gε(A)/Z(A) which has a Bessel
period with respect to E, there exists a generic Jacquet–Langlands transfer π of πε
to G(A)/Z(A) such that L(1/2, π)L(1/2, π ⊗ κ) 6= 0.

Here, by Jacquet–Langlands transfer, we mean that πv ' πε,v for almost all v.
While the existence of the global Jacquet–Langlands transfer for G/Z and Gε/Z
is not yet known, this should follow from the completion of Arthur’s Book Project
[3] (for split SO(5) and inner forms) or, at least in the cases of Conjecture 1.1, the
relative trace formula below.

As mentioned above, this nonvanishing conjecture should be viewed as the global
Gross–Prasad conjecture for (SO(5),SO(2)) (and χ trivial). While this does not
give a special value formula such as the ones conjectured by Böcherer, the point is
that the following more general (if somewhat imprecise) conjecture should.

Conjecture 1.2. ([9, Conjecture 1.8], first relative trace formula identity) For
“matching” functions f and (fε)ε, one has an identity of distributions

(1.10) J(f) =
∑
ε

Jε(fε),

where these distributions are suitably regularized.
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Here, for f to match with a family of functions (fε)ε (ε ∈ F×/NE/F (E×))
means the following. One defines a one-to-one correspondence between the set of
“regular” double cosets H̄(F )γH(F ) for G(F ) and union over ε of the “regular”
double cosets R̄ε(F )γεRε(F ) for Gε. Then one says that the functions f and (fε)ε
match if the orbital integrals Jγ(f) = Jγε(fε) are equal whenever γ corresponds to
γε. Roughly, the regular double cosets are the ones for which the orbital integrals as
defined above are convergent. Then in general, one wants to regularize the singular
(non-convergent) orbital integrals and show an equality of these regularized orbital
integrals to deduce (1.10).

Leaving the singular orbital integrals aside, the main issue is to show the exis-
tence of sufficiently many matching functions. This can be easily reduced to show-
ing the existence of local matching functions. In particular, one wants to choose
fv = Ξv and fε,v = Ξv (when Gε(Fv) ' G(Fv)) at almost all v, so one needs to
show the local Novodvorsky orbital integrals for Ξv equal the local Bessel orbital
integrals for Ξv. This is known as the fundamental lemma for the unit element,
and was established in [9].

Supposing now one has (1.10), one would like to deduce that

(1.11) Jπ(f) = Jπε(fε)

for suitable Jacquet-Langlands pairs π and πε. The fundamental lemma for the
Hecke algebra [8] says that at almost all places we can vary our matching functions
f and (fε)ε in the Hecke algebra. Thus the principle of infinite linear independence
of characters (or, in our case, Bessel distributions) gives an equality of the form

(1.12)
∑
π∈Π

Jπ(f) =
∑
ε

∑
πε∈Πε

Jπε(fε),

where Π and Πε denote certain near equivalence classes for π and πε. These near
equivalence classes should be contained in the global L-packets of π and its transfers
πε. This would follow, for instance, from the completion of Arthur’s Book Project.
Strong multiplicity one for generic representations of GSp(4) (proven by Jiang and
Soudry [23] for F totally real) says the left hand side of (1.12) has at most one
term. On the other hand, the weak form of the local Gross–Prasad conjectures say
the right hand side of (1.12) has at most one term (the strong form of local Gross–
Prasad says which ε and πε should appear). Hence one obtains (1.11), from which
one should be able to obtain the desired L-value formula as in the GL(2) cases in
[21], [27] and [4]. See also Lapid–Offen [25] and the recent work of W. Zhang [40] for
instances of deducing L-value formulas from Bessel identities in higher-dimensional
unitary cases.

We are now in a position to state our main results. To make our statements as
simple as possible, we will assume strong multiplicity one for generic representations
for arbitrary F , the near equivalence classes above are contained in global L-packets,
and (the weak form of) the local Gross–Prasad conjectures for (SO(5),SO(2)),
though our final statements in Section 5 do not require these. In any case, we
expect these assumptions will be validated in the near future with the completion
of Arthur’s Book Project [3].

Suppose π is generic, locally tempered everywhere, and supercuspidal at some
place split in E/F . Let ε, πε be such that πε is the unique Jacquet–Langlands
transfer, assumed to exist and be automorphic, determined at all local places by
the local Gross–Prasad conjectures so as to have nonvanishing local Bessel periods.
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Theorem 1.1. There exists a class of matching functions f and fε such that the
Bessel identity (1.11) holds.

See Theorem 5.1 for a more precise version of our main result. We note that our
choice of matching functions guarantees the geometric and spectral expansions of
our trace formulas are convergent without any regularization of integrals. To get
from (1.11) to a special value formula, a detailed study of local Bessel distributions
as in [21], [27], [4], [25] or [40] is needed. At present, we merely conclude

Corollary 1.2. Suppose now that E/F is split at each archimedean place. Then

L(1/2, π)L(1/2, π ⊗ κ) 6= 0

if and only if πε has a Bessel period with respect to E.

See Corollaries 5.2 and 5.3 below. Thus we establish Conjectures 1.1 and 1.2
under certain assumptions. We remark that, by completely different methods,
Ginzburg–Jiang–Rallis [14] make substantial progress towards the global Gross–
Prasad conjecture for (SO(2n+ 1),SO(2)). However, they assume that their repre-
sentations of SO(2n+ 1) and SO(2) transfer to cuspidal representations of GL(2n)
and GL(2). Under these hypotheses, they obtain one direction of the global Gross–
Prasad conjectures, and partial results for the converse direction. Our Corollary
1.2 establishes both directions of the global Gross–Prasad conjecture for the case
(SO(5),SO(2)) (under our local hypotheses) in the case that the SO(2) represen-
tation is trivial, whence the SO(2) representation does not transfer to a cuspidal
representation of GL(2). Thus, there is no overlap of this result with the results of
[14].

We hope to remove our local assumptions and eventually obtain an L-value
formula with future work on these trace formulas. We also remark that W. Zhang
[39] also recently established a global Gross–Prasad conjecture for certain unitary
groups under some local assumptions by using a simple relative trace formula.

In Section 2, we prove local matching for functions functions supported on the
“regular sets” and the open Bruhat cell (the former is contained in the latter). We
are also able to describe the behavior of the regular local orbital integrals near the
singular set within the open Bruhat cells (i.e., the “germs” within the open Bruhat
cells). This is done by reducing to a twisted version of the orbital integrals in [19],
and performing a similar analysis as in [19].

In Section 3, we show for tempered representations, one can choose local func-
tions supported in the regular set such that the local Bessel distributions are non-
vanishing on these functions. This is similar to [18]. In Section 4, we derive the
necessary simple relative trace formulas by choosing functions which are regularly
supported at one place and supercusp forms at another place to ensure convergence
of the geometric and spectral expansions of (1.6) and (1.9). Finally, in Section 5
we state and prove our global results.

Acknowledgements. We would like to thank Yiannis Sakellaridis and Wei Zhang
for helpful discussions about trace formulas. We also thank Wee Teck Gan, Hervé
Jacquet, Alan Roche, Ralf Schmidt and Shuichiro Takeda for answering some ques-
tions related to our project. Finally we thank the referee for several suggestions.
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2. Some Matching Results

In this section, we will study orbital integrals and matching functions over a
local field F of characteristic 0, though in Sections 2.1 and 2.2, we also allow F to
be global. Throughout, E/F is a quadratic field extension. As above, Dε will be a
quaterion algebra (possibly split) over F .

In addition, we will only be considering the F -points of the relevant algebraic
groups here, so for an algebraic group G over F , we simply write G for G(F ).

2.1. Double cosets for G. Let F be local or global. Let

P =

{(
A

λtA−1

)(
1 X

1

)
: A ∈ GL(2), λ ∈ GL(1), X ∈ Sym(2)

}
be the Siegel parabolic subgroup of G, and P̄ be its transpose. Let U (resp. Ū) be
the unipotent radical of P (resp. P̄ ). Consider the Bruhat decomposition

G = P̄P ∪ P̄w1P ∪ P̄w2P

where

w1 =

(
0 12

−12 0

)
, w2 =


1 0 0 0
0 0 0 1
0 0 1 0
0 −1 0 0

 .

Note

P̄P =

{(
A B
C D

)
∈ G : A ∈ GL(2)

}
is the large Bruhat cell, Pw2P is the intermediate Bruhat cell and

P̄w2P =

{(
0 B
C D

)
∈ G

}
is the small Bruhat cell.

If H1 and H2 are subgroups of G, by the action of H1 × H2 on G, we mean
the map given by left multiplication by H1 and right multiplication by H2, i.e.,
(h1, h2) ∈ H1×H2 corresponds to the map g 7→ h1gh2. While this is not technically
a group action, this minor abuse of terminology makes notation slightly simpler.

We would like to determine the polynomial invariants for the double cosets
H̄\G/H, i.e., the subring F [G]H̄×H of polynomials p(x) ∈ F [G] such that p(h̄xh) =
p(x) for h̄ ∈ H̄, h ∈ H. Write H = TU and H̄ = T Ū where T is the diagonal torus.
Note that left multiplication by Ū and right multiplication by U preserve both the
upper left 2 × 2 block A(g) of an element g ∈ G, as well as the similitude factor
λ(g). In fact, λ(g) and the entries of A(g) generate all polynomial invariants for
Ū\G/U . Thus we have a Ū ×U -invariant morphism (of algebraic varieties) from G
to M(2)×GL(1) given by

g 7→ (A(g), λ(g)),

where M(2) denotes the full 2× 2 matrix algebra. Further, the action of T × T on
G induces the action

(2.1) (A, λ) 7→ (tAt′,det(tt′)λ)

on M(2)×GL(1) under the above morphism, where((
t

wtw

)
,

(
t′

wt′w

))
∈ T × T, w =

(
1

1

)
.
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It is then easy to see, that invariants of this action are given by

y(A, λ) = λ−1ad(2.2)

z(A, λ) = λ−1bc(2.3)

where A =

(
a b
c d

)
, and these generate all polynomial invariants for the action of

T × T on M(2) × GL(1) given by (2.1). Consequently, the polynomial invariants
for H̄\G/H are generated by the two invariants

(2.4) y(g) = y(A(g), λ(g)), z(g) = z(A(g), λ(g)).

In particular, the map g 7→ (y(g), z(g)) an H̄×H-invariant morphism G→ S where

(2.5) S = F × F

is the parameter space for double cosets H̄\G/H (more precisely, this parametrizes
the double cosets H̄gH which are closed in G).

Let

Hg =
{

(h̄, h) ∈ H̄ ×H : h̄gh = g
}

denote the stabilizer of g under the action of H̄ ×H. We say a double coset H̄gH
is relevant, or simply that g is relevant, if

ψ(h1)θ(h2) = 1 for all (h1, h2) ∈ Hg.

We call H̄gH (or g) regular if

(2.6) (y(g), z(g)) ∈ Sreg := F× × F× −∆F×

Note both of these properties only depend upon the double coset of g. The relevant
(H̄,H)-double cosets are classified in [9, Prop. 6.4]. However, we will not need
this complete classification, but only the following classification of relevant double
cosets in P̄P , which is elementary.

Let

n+ =

(
1 1
0 1

)
, n− =

(
1 0
1 1

)
∈ GL(2).

For x ∈ F − {0, 1}, put

A(x) =

(
1 x
1 1

)
∈ GL(2).

If A ∈ GL(2) and λ ∈ F×, put

δ(A, λ) =

(
A

λtA−1

)
∈ G.

Note that g ∈ P̄P if and only if (y(g), z(g)) ∈ Sbig := F × F −∆F .

Proposition 2.1. (1) If g is regular then Hg =
{

(z, z−1) : z ∈ Z
}

and g is
relevant. Conversely, if (y, z) ∈ Sreg, then there is a unique double coset
H̄gH with (y(g), z(g)) = (y, z); a representative is given by

γ(y, z) = δ(A(y/z), 1/y).
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(2) If g ∈ P̄P is relevant but not regular, then Hg =
{

(z, z−1) : z ∈ Z
}

and
(y(g), z(g)) is of the form (0, z) for z ∈ F× or (y, 0) for y ∈ F×. Con-
versely, given (y, 0) (resp. (0, z)) with y (resp. z) in F×, there are two
relevant double cosets HgH in P̄P with (y(g), z(g)) = (y, 0) (resp. (0, z)),
which are represented by

γ±(y, 0) = δ(n±, y
−1)

(resp. γ±(0, z) = δ(wn±, z
−1) ).

2.2. Double cosets for Gε. As in the previous section, F may be either local
or global. Let N denote the norm map from either Dε or E to F . Fix a set of
representatives {ε1, ε2} for F×/N(E×) such that ε1 ∈ N(E×) and ε2 6∈ N(E×).
Thus Gε1 is split and Gε2 is not. Let ε ∈ {ε1, ε2}.

Let Pε denote the Siegel parabolic

Pε =

{(
α

µᾱ−1

)(
1 X

1

)
: α ∈ D×ε , µ ∈ F×, X ∈ D−ε

}
and Uε its unipotent radical. Denote their transposes by P̄ε and Ūε. The Bruhat
decomposition for Gε is of the form

Gε = P̄εPε ∪ P̄εw3Pε

if ε = ε2 is and

Gε = P̄εPε ∪ P̄εw3Pε ∪ P̄εw4Pε

if ε = ε1. Here w3 and w4 are appropriate elements of the Weyl group.
The ring F [Gε]

R̄ε×Rε of polynomial invariants for R̄ε\Gε/Rε can be determined
in a similar manner to the Novodvorsky case. Namely, the polynomial invariants
for Ūε\Gε/Uε are generated by (α(g), µ(g)) ∈ Dε ×GL(1), where α(g) denotes the
upper left entry of g (viewed as a matrix inside GL2(Dε)) and µ(g) denotes the
similitude factor of g.

Write the Bessel subgroups Rε = TεUε and R̄ε = TεŪε, where Tε ' E× is the
torus of Rε or R̄ε. The action of Tε × Tε on Gε induces the action

(s, t) · (α, µ) = (sαt,N(st)µ), s, t ∈ E×

on the invariant space Dε ×GL(1) for Ūε\Gε/Uε. If we write α =

(
a bε
bσ aσ

)
∈ Dε,

Tε × Tε invariants under this action are

(2.7) yε(α, µ) = µ−1N(a), zε(α, µ) = µ−1εN(b).

Hence one can see all polynomial invariants for R̄ε\Gε/Rε are generated by the
invariants

(2.8) yε(g) = yε(α(g), µ(g)), zε(α, µ) = zε(α(g), µ(g)).

Thus g 7→ (yε(g), zε(g)) is a R̄ε ×Rε-invariant map from G to

(2.9) Sε =

{
(y, z) ∈ F × F : yz = 0 or

z

y
∈ εN(E×)

}
.

Denote by Rε,g the stabilizer of g under the action of R̄ε ×Rε. We say a double
coset R̄εgRε (or simply g) is relevant if

(2.10) ξ(r̄)τ(r) = 1 for all (r̄, r) ∈ Rε,g.
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We say R̄εgRε (or g) is regular if

(2.11) (yε(g), zε(g)) ∈ Sreg
ε := {(y, z) ∈ Sε : yz 6= 0 and y 6= z} .

Then g regular implies both that g ∈ P̄εP and g is relevant. The following classifi-
cation of relevant double cosets in P̄εPε is elementary (see [9, Prop. 5.2] for the full
classification of relevant double cosets for Gε1).

For x ∈ F , let

(2.12) αε(x) =

(
1 εu
uσ 1

)
∈ Dε

where u ∈ E such that εN(u) = x. While αε(x) depends on a choice of u, the
orbital integrals we define later will only depend upon x. We also put

αε(∞) =

(
ε

1

)
∈ Dε.

For α ∈ D×ε and µ ∈ F×, put

δε(α, µ) =

(
α

µᾱ−1

)
∈ Gε.

Note that g ∈ P̄εPε if and only if α(g) ∈ D×ε . This is equivalent to (yε(g), zε(g)) ∈
Sbig
ε where Sbig

ε = {(y, z) ∈ Sε : y 6= z}.

Proposition 2.2. (1) If g is regular, then Rε,g =
{

(z, z−1) : z ∈ Z
}

and g is
relevant. Conversely, if (y, z) ∈ Sreg

ε , then there is a unique double coset
R̄εgRε with (yε(g), zε(g)) = (y, z); a representative is given by

γε(y, z) = δε(αε(y/z), 1/y).

(2) If g ∈ P̄εPε is relevant but not regular, then Rε,g =
{

(t, t−1) : t ∈ Tε
}

and
(yε(g), zε(g)) is of the form (y, 0) for y ∈ F× or (0, z) for z ∈ F×. Con-
versely, given (y, 0) (resp. (0, z)) with y (resp. z) ∈ F×, there is exactly
one relevant double coset R̄εgRε in P̄εPε with (yε(g), zε(g)) = (y, 0) (resp.
(0, z)), which is represented by

γε(y, 0) = δε(αε(0), y−1) = δε(1, y
−1)

(resp. γε(0, z) = δε(αε(∞), z−1) ).

2.3. Local orbital integrals for G. Now assume F is local. Fix Haar measures
dh and dh̄ on the unimodular groups H and H̄. Denote by Greg the set of regular
elements in G.

For f ∈ C∞c (G) and g ∈ G, we define the local Novodvorsky (or split Bessel)
orbital integral

N (g; f) =

∫
(H̄×H)/Hg

f(h̄gh)θ(h)ψ(h̄) dh dh̄,

at least when this integral converges.

Lemma 2.3. For g ∈ Greg, the map ι : (H̄ ×H)/Hg → G given by (h̄, h) 7→ h̄gh
is proper.
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Proof. Note that we can write ι as a composition of two maps

ι1 : (T × T )/Hg → GL(2)×GL(1)((
t

wtw

)
,

(
t′

wt′w

))
7→ (tA(g)t′,det(tt′)g)

and

ι2 : GL(2)×GL(1)× Ū × U → G

(A, λ, ū, u) 7→ ūδ(A, λ)u.

Specifically

ι(ūt, t′u) = ι2(ι1(t, t′), ū, u).

Hence it suffices to show ι1 and ι2 are proper. Both of these statements are ele-
mentary. �

Then the following is immediate.

Corollary 2.4. For g ∈ Greg and f ∈ C∞c (G), the local Novodvorsky orbital integral
N (g; f) converges.

For (y, z) ∈ Sreg regular and f ∈ C∞c (G), put

N (y, z; f) = N (γ(y, z); f).

We want to analyze the behavior of the orbital integrals N (y, z; f) as functions of
(y, z). First, we start with a simple special case.

We identify H/Z with the subgroup H0 of H consisting of matrices of the form
a

1
1

a

(1 Y
1

)
.

Lemma 2.5. The map from Greg → H̄×H0×Sreg given by h̄γ(y, z)h 7→ (h̄, h, y, z)
is continuous. If F is archimedean, it is also smooth.

Proof. First note the map Greg → Sym(2)× Sym(2)×GL(2)reg ×GL(1)(
A AY
XA XAY + λtA−1

)
7→ (X,Y,A, λ)

is continuous (and smooth if F archimedean). Here GL(2)reg denotes the set of(
a b
c d

)
∈ GL(2) such that abcd 6= 0. Then it suffices to note the map GL(2)reg →

GL(1)3 given by (
a

b

)(
1 x
1 1

)(
c

1

)
7→ (a, b, c)

is continuous (smooth if F archimedean). �

Lemma 2.6. The map

C∞c (Greg)→ C∞c (Sreg)

f 7→ φf (y, z) := N (y, z; f)

is well-defined and surjective.
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Proof. That φf (y, z) ∈ C∞(Sreg) is clear. Hence to see the map is well defined, it
suffices to observe that if Ω is a compact set in Greg, then {(y(g), z(g)) : g ∈ Ω} is
a compact set in Sreg.

For the converse, let φ ∈ C∞c (Sreg). Let φ1 and φ2 be smooth compactly sup-
ported functions on H̄ and H0 such that∫

H̄

∫
H0

φ1(h̄)φ2(h)θ1(h̄)θ2(h) dh dh̄ = 1.

Define f by

f(h̄γ(y, z)h) = φ1(h̄)Φ(y, z)φ2(h)

on Greg. Since the map h̄γ(y, z)h 7→ (h̄, h, y, z) is continuous (smooth if F is
archimedean), we see that f is smooth. It is also clear that it must have compact
support on Greg, and that φf = φ. �

Now let us consider functions supported on the big Bruhat cell. Write the Haar
measures on H and H̄ as dh = dt du and dh̄ = dt dū where dt, du and dū are Haar
measures on T , U and Ū . For f ∈ C∞c (P̄P ), A ∈ GL(2) and λ ∈ GL(1), define

(2.13) Φf (A, λ) =

∫
Ū

∫
U

f(ūδ(A, λ)u)ψ(ū)θ(u) dūdu.

Lemma 2.7. The map

C∞c (P̄P )→ C∞c (GL(2)×GL(1))

f 7→ Φf

is well defined and surjective.

Proof. It is easy to see that Φf (A, λ) is a smooth function of GL(2)×GL(1) which
vanishes if any entry of A is sufficiently large or λ lies outside of a compact set. So
to show this map is well defined, it suffices to show Φf (A, λ) vanishes if det(A) is
sufficiently close to 0. Given g ∈ P̄P , write

g =

(
1
X 1

)(
A

λtA−1

)(
1 Y

1

)
=

(
A AY
XA XAY + λtA−1

)
.

Then the map from P̄P to GL(1) given by

(
g1 g2

g3 g4

)
7→ det(g4 − g3g

−1
1 g2) sends

g 7→ λ2 det(A)−1. This map is continuous, so Φ(A, λ) = 0 when det(A) lies outside
of some fixed compact set.

To see surjectivity, given Φ ∈ C∞c (GL(2)×GL(1)), choose φ1, φ2 ∈ C∞c (Sym(2))
such that ∫

Sym(2)

∫
Sym(2)

φ1(X)φ2(Y )ψ(tr(w(X + Y ))) dX dY = 1

and set

f

[(
1
X 1

)
δ(A, λ)

(
1 Y

1

)]
= φ1(X)φ2(Y )Φ(A, λ).

�

For Φ ∈ C∞c (GL(2)×GL(1)), define the split toric orbital integral by

(2.14) I(A, λ; Φ) =

∫
(F×)3

Φ

[(
a

b

)
A

(
c

1

)
, abcλ

]
η(c) d×a d×b d×c,
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at least if (A, λ) ∈ GL(2)reg ×GL(1), i.e., δ(A, λ) ∈ Greg. The point is that

(2.15) N (δ(A, λ); f) = I(A, λ; Φf )

for f ∈ C∞c (G) and δ(A, λ) regular. In particular I(A, λ; Φf ) is convergent for
(A, λ) ∈ GL(2)reg ×GL(1). If (y, z) ∈ Sreg, we also put

(2.16) I(y, z; Φ) = I(A(z/y), 1/y; Φ)

so that

(2.17) N (y, z; f) = I(y, z; Φf ).

The orbital integrals I(A, λ; Φ) on GL(2)×GL(1) are just twisted versions of the
split toric integrals on GL(2) study by Jacquet in [19], and they can be analyzed
in the same manner.

Proposition 2.8. For Φ ∈ C∞c (GL(2) × GL(1)) the function I(y, z) = I(y, z; Φ)
is a smooth function of Sreg satisfying the following properties:

(i) I(y, z) vanishes for y, z sufficiently large;
(ii) I(y, z) vanishes for y − z sufficiently small;
(iii) there exist functions ζ1, ζ2 ∈ C∞c (F× × F − ∆F×) such that for z ∈ F×

sufficiently small and all y ∈ F×,

I(y, z) = ζ1(y, z) + (1 + η(z/y))ζ2(y, z);

(iv) there exist functions ξ1, ξ2 ∈ C∞c (F × F× − ∆F×) such that for y ∈ F×

sufficiently small and all z ∈ F×,

I(y, z) = ξ1(y, z) + (1 + η(y/z))ξ2(y, z);

Proof. The smoothness and properties (i) and (ii) are immediate. Let us prove (iii)
and (iv).

Write GL(2)×GL(1) as a union of two open sets

Ω1 = T (2)NN̄ ×GL(1)

Ω2 = T (2)NwN̄ ×GL(1)

where T (2) denotes the diagonal torus of GL(2), N is the standard upper unipotent
subgroup of GL(2), and N̄ its transpose. Now write Φ = Φ1 + Φ2 where Φi ∈
C∞c (Ωi). Let

φi(A, λ) =

∫
(F×)2

Φi

[(
a

b

)
A, abλ

]
d×a d×b,

Ψ1(u, v;λ) = φ1

((
1 u

1

)(
1
v 1

)
, λ

)
,

and

Ψ2(u, v;λ) = φ2

((
1 u

1

)
w

(
1
v 1

)
, λ

)
.

Note Ψi ∈ C∞c (F × F ×GL(1)). Since

A(x)

(
c

1

)
=

(
c(1− x)

1

)(
1 c−1(1− x)−1x

1

)(
1
c 1

)
=

(
1− x

c

)(
1 c(1− x)−1

1

)
w

(
1 c−1

1

)
,
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and

φ1

[(
a

b

)
A, λ

]
= φ1(A, (ab)−1λ)

we have

I(y, z) =

∫
F×

φ1

[
A(z/y)

(
c

1

)
; cy−1

]
η(c)d×c+

∫
F×

φ2

[
A(z/y)

(
c

1

)
; cy−1

]
η(c)d×c

=

∫
F×

Ψ1

[
z

c(y − z)
, c;

1

y − z

]
η(c)d×c+

∫
F×

Ψ2

[
cy

y − z
, c−1;

1

y − z

]
η(c)d×c.

Then by [19, Lem. 3.2], there exist functions λ1, λ2 ∈ C∞c (F ×GL(1)) such that for
z 6= 0 and y 6= z, one has∫
F×

Ψ1

[
z

c(y − z)
, c;

1

y − z

]
η(c)d×c = λ1

(
z

y − z
,

1

y − z

)
+λ2

(
z

y − z
,

1

y − z

)
η

(
z

y − z

)
By property (ii), there exists k such that I(y, z; Φ) vanishes if |y−z| < k, so we may

assume λi
(
z(y − z)−1, (y − z)−1

)
= 0 if |y − z| < k. Put ζi(y, z) = λi

(
z
y−z ,

1
y−z

)
.

Then ζi ∈ C∞c (F× × F −∆F×). Furthermore, if |y − z| ≥ k, then for z sufficently
small, η(z(y − z)−1) = η(z/y). This proves (iii), and (iv) is similar. �

2.4. Local orbital integrals for Gε. Let E/F be a quadratic extension of local
fields. For ε ∈ {ε1, ε2}, fix Haar measures dr̄ and dr on R̄ε and Rε. We also write
dr̄ = dt dū and dr = dt du where dt, dū and du are Haar measures on Tε, Ūε and
Uε. Denote by Greg

ε the set of regular elements of Gε.
For f ∈ C∞c (Gε) and g ∈ Gε, define the local (anisotropic) Bessel orbital integral

(2.18) Bε(g; f) =

∫
(R̄ε×Rε)/Rε,g

f(r̄gr)ξ(r̄)τ(r) dr̄ dr,

at least when this integral converges.

Lemma 2.9. For f ∈ C∞c (Gε) and g ∈ Greg
ε , the local Bessel integral Bε(g; f)

converges.

Proof. The proof is analogous to that for Corollary 2.4. �

For (y, z) ∈ Sreg
ε and f ∈ C∞c (Gε), let

Bε(y, z; f) = Bε(γε(y, z); f).

Lemma 2.10. The map

C∞c (Greg
ε )→ C∞c (Sreg

ε )

f 7→ φf (y, z) := Bε(y, z; f)

is well-defined and surjective.

Proof. The proof is similar to that for Lemma 2.6. �

For f ∈ C∞c (Gε), α ∈ D×ε and µ ∈ GL(1), define

(2.19) Φf (α, µ) =

∫
Ūε

∫
Uε

f(ūδε(α, µ)u)ξ(ū)τ(u) dū du.
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Lemma 2.11. The map

C∞c (P̄εPε)→ C∞c (D×ε ×GL(1))

f 7→ Φf

is well defined and surjective.

Proof. The proof is similar to that for Lemma 2.7. �

For Φ ∈ C∞c (D×ε ×GL(1)), define the anisotropic toric orbital integral by

(2.20) Iε(α, µ; Φ) =

∫
E×/F×

∫
E×

Φ [sαt,N(st)µ] d×s d×t

whenever (α, µ) is “relevant” in D×ε ×GL(1), i.e., δε(α, µ) is relevant in Gε, i.e., α

is not in E× or wεE
×, where wε =

(
ε

1

)
∈ D×ε . Then we have

(2.21) Bε(δ(α, µ); f) = Iε(α, µ; Φf ).

For (y, z) ∈ Sreg
ε , we also denote

(2.22) Iε(y, z; Φ) = Iε(αε(z/y), 1/y; Φ)

so

(2.23) Bε(y, z; f) = Iε(y, z; Φf ).

We remark that while αε(x) technically depends upon the choice of u in (2.12),
i.e. (2.12) is ambiguous up to an element of E1 = ker(N |E×), it is easy to see
the integrals Bε(δ(α(x), µ); f) and Iε(αε(x), µ; Φ) only depend upon x and not the
choice of u such that εN(u) = x.

Proposition 2.12. For Φ ∈ C∞c (D×ε × GL(1)), the function Iε(y, z) = Iε(y, z; Φ)
is a smooth function on Sreg

ε satisfying the following properties:
(i) Iε(y, z) vanishes for y, z sufficiently large;
(ii) Iε(y, z) vanishes for y − z sufficiently small;
(iii) there exists ζε ∈ C∞c (F× × F ) on such that Iε(y, z) = ζε(y, z) whenever z

sufficiently close to 0 and z
y ∈ εN(E×); and

(iv) there exists ξε ∈ C∞c (F × F×) on such that Iε(y, z) = ξε(y, z) whenever y
sufficiently close to 0 and y

z ∈ εN(E×).

Furthermore the functions ζε and ξε take the singular orbital integrals as values

ζε(y, 0) = vol(E×/F×)

∫
E×

Φ(t,N(t)y−1) dt

ξε(0, z) = vol(E×/F×)

∫
E×

Φ(wεt, ε
−1N(t)z−1) dt.

Conversely, any function φ(y, z) ∈ C∞(Sreg) satisfying (i)—(iv) is of the form
Iε(y, z; Φ) for some Φ ∈ C∞c (D×ε ×GL(1)).

Note properties (iii) and (iv) mean that Iε(y, z) extends to a function in C∞c (Sbig
ε ).

Proof. Properties (i) and (ii) follows immediately from the compact support of Φ.
Now let us prove (iii). Note the change of variables s 7→ st−1 in (2.20) yields

Iε(y, z) =

∫
E×/F×

∫
E×

Φ

[
s

(
1 εa−1aσu

a(aσ)−1uσ 1

)
, N(s)y−1

]
d×a ds,
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where t =

(
a

aσ

)
and εN(u) = z/y.

First assume F is nonarchimedean. Since Φ has compact support, for any v
sufficiently small,

Φ

[
α

(
1 εv
vσ 1

)
, N(α)y−1

]
= Φ

[
α,N(α)y−1

]
for all α ∈ D×ε . Thus, for z/y ∈ εN sufficiently small

Iε(y, z) = vol(E×/F×)

∫
E×

Φ(s,N(s)y−1)ds,

so for z ∈ F sufficiently small, we may define

ζε(y, z) = vol(E×/F×)

∫
E×

Φ(s,N(s)y−1)ds

and ζε(y, z) = 0 otherwise. The compact support of ζε follows from (i) and (ii).
Now suppose F = R and E = C. Note Sreg

ε ⊂ R2 is just the two quadrants
yz < 0 if ε < 0 or the two quadrants yz > 0 minus the line y = z if ε > 0. Let
Ω = {u ∈ C : |u| < k} be a disc in C such that 1 + wεΩ ⊂ D×ε . Set

I ′ε(u, y) =

∫
S1

∫
C×

Φ [s(1 + wεu)t] ds dt

for u ∈ Ω, y ∈ R×. Then I ′ε(u, y) is a smooth function on Ω× R× satisfying

I ′ε(u, y) = Iε(y, z), ε|u| = z

y

for (y, z) ∈ Sreg
ε such that |z/y| < k, and the value of this function only depends

upon |u|. Hence, when εyz ≥ 0, we may define ζε(y, z) = I ′ε(|z/y|, y) when y is
not too small, a ζε(y, z) = 0 if y is sufficiently small. Then Whitney’s extension
theorem implies ζε extends to a smooth function of R2.

The proof of (iv) is similar.
For the converse, let φ ∈ C∞(Sreg

ε ) satisfying (i)-(iv). Define

Φ(α, µ) =

{
φ(y, z) α ∈ O×Eαε(z/y)O×E , µ ∈ y−1O×F
0 else.

Then it is clear

φ(y, z) = Iε(y, z; cΦ)

for (y, z) ∈ Sreg
ε , where c = volZ(O×E ∩ Z)/volE×(O×E)2. Properties (i) and (ii)

imply that Φ has compact support, while (iii) and (iv) guarantee smoothness. �

2.5. Local matching results. Roughly, functions f and fε on G and Gε will
be called matching functions if N (g; f) = Bε(gε; fε) whenever g and gε represent
matching double cosets, i.e., y(g) = yε(gε) and z(g) = zε(gε). However, the local
orbital integrals depend upon the choice of double coset representatives, so we make
the following definition for local matching.

Definition 2.13. Let f ∈ C∞c (G) and fε ∈ C∞c (Gε) for ε ∈ {ε1, ε2}. We say the
functions f and (fε)ε match if

(2.24) N (x, λ; f) = Bε(u, λ; fε) when x = εNE/F (u)

for all ε ∈ {ε1, ε2}, λ ∈ F×, x ∈ F − {0, 1} and u ∈ E× such that εNE/F (u) 6= 1.
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Proposition 2.14. Suppose f ∈ C∞c (Greg). Then there exist fε ∈ C∞c (Greg
ε ) for

ε ∈ {ε1, ε2} such that (fε)ε matches f . Conversely, given (fε1 , fε2) ∈ C∞c (Greg
ε1 ) ×

C∞c (Greg
ε2 ), there exists f ∈ C∞c (Greg) such that f matches (fε)ε.

Proof. Observing that Sreg
ε1 ∪S

reg
ε2 is a decomposition of Sreg into two disjoint open

sets, this proposition is immediate from Lemmas 2.6 and 2.10. �

Proposition 2.15. Suppose f ∈ C∞c (P̄P ). Then there exist fε ∈ C∞c (P̄εPε) for
ε ∈ {ε1, ε2} such that (fε)ε matches f .

Proof. This follows from Propositions 2.8 and 2.12. �

3. Local Bessel distributions

Let F be a local field of characteristic zero. In this section, we let G′ denote G
or Gε, and π an irreducible admissible representation of G′. In the former case, set
R = H, R̄ = H̄, χ1 the character ψ of R̄, and χ2 the character θ of R. If G′ = Gε,
put R = Rε, R̄ = R̄ε, χ1 the character ξ of R̄ and χ2 the character τ of R. Let `1
and `2 be linear forms on π satisfying

`1(π(r̄)φ) = χ1(r̄)`1(φ), r̄ ∈ R̄
and

`2(π(r)φ) = χ2(r)`2(φ), r ∈ R.
We define the local Bessel distribution (w.r.t. `1, `2) to be

(3.1) Bπ(f) =
∑
φ

`1(π(f)φ) ¯`2(φ)

where f ∈ C∞c (G′) and φ runs over an orthonormal basis for π. It is easy to see
that Bπ(f) 6≡ 0 if and only if both `1 and `2 are nonzero.

When, `1 and `2 are nonzero, we want to show a regularity result about Bπ,
namely that it must be nonzero on some function with compact support in the
subset G′reg of regular elements of G′. We do this when π is tempered and F is
nonarchimedean, by combining the argument in [18] with some estimates in [38].

Assume for the rest of this section that π is tempered, F is nonarchimedean and
`1 and `2 are nonzero. This nonvanishing condition forces π to have trivial central
character.

It is more convenient to work on G′/Z, so if f ∈ C∞c (G′/Z) we abuse notation to
write π(f)φ =

∫
G′/Z

f(g)π(g)φ and with this convention also use Bπ(f) to denote

the expression in (3.1). Let U denote the upper Siegel unipotent of G′ and, for
c ∈ Z, Uc the subgroup of U given by

Uc =




1 x y
1 y z

1
1

 : x, y, z ∈ F, ord(y) ≥ c


if G′ = GSp(4) and

Uc =




1 x εy
1 yσ −x

1
1

 : x, y ∈ E, xσ = −x, ord(x) ≥ c
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if G′ = Gε. We let Ū (resp. Ūc) be the transpose of U (resp. Uc). We let T =
TR/Z(G) where T denotes the maximal torus of R. Thus R/Z ' TU and R̄/Z '
T Ū .

Fix an inner product ( , ) on π.

Lemma 3.1. There exists a function Φ on G′ of the form

Φ(g) = (π(g)φ1, φ2)

for some φ1, φ2 ∈ π such that for sufficiently large c the identity

Bπ(f) =

∫
TŪc

∫
TUc

(∫
G′
f(g)Φ(r̄gr)dg

)
χ−1

1 (r̄)χ−1
2 (r) dgdr̄dr (r̄ ∈ T Ūc, r ∈ TUc)

holds for any f ∈ C∞c (G′/Z).

Proof. By [38, Lem. 5.1 and Prop. 5.7], for some φ1 and φ2 in π, one has

`1(φ) =

∫
TŪc

(π(r̄)φ, φ1)χ−1
1 (r̄) dr̄, `2(φ) =

∫
TUc

(π(r)φ, φ2)χ−1
2 (r) dr

for c sufficiently large. Here the integrals are absolutely convergent and independent
of c for c sufficiently large. Consequently,

Bπ(f) =
∑
φ

∫
TŪc

(π(r̄)π(f)φ, φ1)χ−1
1 (r̄) dr̄

∫
TUc

(φ2, π(r)φ)χ2(r) dr

=
∑
φ

∫
TŪc

∫
TUc

(π(r−1)φ2, φ)(φ, π(f∗)π(r̄−1)φ1)χ−1
1 (r̄)χ2(r) dr̄ dr

=

∫
TŪc

∫
TUc

(π(r−1)φ2, π(f∗)π(r̄−1)φ1)χ−1
1 (r̄)χ2(r) dr̄ dr

=

∫
TŪc

∫
TUc

(π(r̄)π(f)π(r)φ2, φ1)χ1(r̄)−1χ2(r)−1 dr̄ dr

=

∫
TŪc

∫
TUc

(∫
G′/Z

f(g)(π(r̄gr)φ2, φ1)dg

)
χ1(r̄)−1χ2(r)−1 dr̄ dr.

Here we put f∗(g) = f(g−1). �

For c ∈ Z, let

(3.2) Ic(g; Φ) =

∫
TŪc

∫
TUc

Φ(r̄gr)χ−1
1 (r̄)χ−1

2 (r) dr̄ dr.

Proposition 3.2. For c sufficiently large,

(3.3) Bπ(f) =

∫
G′/Z

f(g)Ic(g; Φ) dg

for all f ∈ C∞c (G′/Z), and this integral is absolutely convergent.

Proof. Note that if we knew the absolute convergence of the right hand side of (3.3),
the result would follow from the previous lemma and applying Fubini’s theorem.
This is what we will prove.

We may assume f is of the form Kg0K for a special maximal compact open
subgroup K of G′/Z.

We let Ξ denote the Harish-Chandra Ξ function on G′/Z associated to K. Recall
that this is defined as follows (cf. [37]). Let A0 denote the maximal split torus of
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G′/Z with centralizer M0, and P0 a minimal parabolic with Levi M0. Let π0 denote
the normalized induction of the trivial representation from P0 to G′/Z. Let e be the
unique K-fixed vector in π0 with e(1) = 1. We set Ξ(g) = (π0(g)e, e). In particular
Ξ(g) ≥ 0 for all g ∈ G′/Z.

First note that, since π is tempered, there exists a constant C such that

Φ(g) ≤ C Ξ(g)

for all g ∈ G′/Z. Then∫
G′/Z

|f(g)Ic(g; Φ)| ≤
∫
K

∫
K

|Ic(k1g0k2; Φ)| dk1 dk2

≤ C
∫
K

∫
K

∫
TŪc

∫
TUc

Ξ(r̄k1g0k2r) dr̄ dr dk1 dk2

≤ C Ξ(g0)

∫
TŪc

Ξ(r̄) dr̄

∫
TUc

Ξ(r) dr,

by the property that
∫
K

Ξ(g1kg2) dk = Ξ(g1)Ξ(g2) [37, Lem. II.1.3]. Hence it
suffices to show

(3.4)

∫
TŪc

Ξ(r̄) dr̄ <∞

and

(3.5)

∫
TUc

Ξ(r) dr <∞.

The proofs are similar, and we will just explain the latter bound.
First suppose T is compact. Then it suffices to show∫

Uc

Ξ(u) du <∞.

This is a special case of [38, 4.3(3)]. Now suppose T is split. In this case we apply
[38, 4.3(4)], which says ∫

TUc

ΞT (t)Ξ(tu) dt du <∞,

where ΞT is the Harish-Chandra function for T . However T being split implies
ΞT (t) = 1 for all t ∈ T . �

We let G′reg denote the set of regular elements of G′, where the notion of regular
elements for G and Gε is as defined above.

Corollary 3.3. There exists f ∈ C∞c (G′reg) such that Bπ(f) 6= 0.

Proof. Since the complement (G′reg/Z)c is a closed subset of measure 0 in G′/Z, it
is immediate from the above proposition that there exists f ∈ C∞c (G′reg/Z) such
that Bπ(f) 6= 0. Now note the map C∞c (G′reg)→ C∞c (G′reg/Z) given by

f(g) 7→ fZ(g) =

∫
Z

f(zg) dz

is surjective and satisfies Bπ(f) = Bπ(fZ). �
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4. Simple relative trace formulas

We return to the global setting and notation as in Section 1. In particular, E/F
denotes a quadratic extension of number fields. Recall for a finite v, Ξv denotes the
characteristic function of G(Ov).

4.1. A simple trace formula for Gε. Let fε ∈ C∞c (Gε(A)). We may assume
fε has a factorization fε =

∏
fε,v where fε,v = Ξv for almost all v. Consider the

distribution Jε given by (1.9).
Since we do not deal with arithmetic results here, we need not be too careful

about our choice of measures arising from (1.9). For simplicity, choose Haar mea-
sures dz =

∏
dzv, dr =

∏
drv and dr̄ =

∏
dr̄v on Z(A), Rε(A) and R̄ε(A) such

that at all finite places, Z(Ov), Rε(Ov) and R̄ε(Ov) all have volume 1.
One formally has the geometric decomposition

(4.1) Jε(fε) =
∑

γ∈R̄ε(F )\Gε(F )/Rε(F )

Jε,γ(fε),

where

Jε,γ(fε) =

∫
(R̄ε(A)×Rε(A))/Z(A)Rε,γ(F )

fε(r̄
−1γrz) dz ξ(r̄)−1τ(r) dr̄ dr.

We can rewrite this as

(4.2) Jε,γ(fε) = vol(Z(A)Rε,γ(F )\Rε,γ(A))Bε(γ; fε),

where Bε denotes the global Bessel orbital integral given by

(4.3) Bε(γ; fε) =

∫
(R̄ε(A)×Rε(A))/Rε,γ(A)

fε(r̄γr)ξ(r̄)τ(r) dr̄ dr.

Note that for relevant γ ∈ P̄ε(F )Pε(F ) by Proposition 2.2, the volume appearing in
(4.2) is finite, and equals 1 if γ is regular. Then we have a factorization into local
Bessel integrals

(4.4) Bε(γ; fε) =
∏
v

Bε(γ; fε,v),

where the local Bessel integrals are defined in Section 2.4.
Suppose γ = γε(u, µ). Then, for almost all finite v, µ and 1−NE/F (u) are units

in Ov. For such v, Bε(γ; Ξε,v) = 1 [9]. The hypothesis that fε,v = Ξε,v for almost all
v together with Lemma 2.9 then implies the global Bessel orbital integral Bε(γ; fε)
converges for any regular γ. For such γ, recall Rε,γ = Z, so in fact

Jε,γ(fε) = Bε(γ; fε).

Proposition 4.1. Suppose fε,v0 ∈ C∞c (Greg
ε (Fv0)) for some place v0. Then the

geometric expansion (4.1) converges absolutely.

Proof. First observe that for γ ∈ Gε(F ), the local Bessel orbital integral Bε(γ; fε,v0) =
0 unless γ ∈ Gε(F )reg. Consequently, only regular γ can contribute to the sum in
(4.1). For regular γ, we have already established the convergence of Jε,γ(fε) =
Bε(γ; fε) in the discussion above. Hence, the proposition would follow from know-
ing only a finite number of γ contribute. We show this now.

Let Gε(A)reg = {g ∈ Gε(A) : gv ∈ Gε(Fv)reg for all v}. Consider the continuous
map

pε : Gε(A)reg → D×ε (A)× A× × A×
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given by

pε

(
A B
C D

)
= (A,det(A),det(D − CA−1B)).

Take

γ =

(
α 0
0 µᾱ−1

)
∈ Gε(F )reg,

where α = α(u), and g ∈ R̄ε(A)γRε(A) ⊂ Gε(A)reg. Write

g =

(
1 0
Y 1

)(
a 0
0 a

)
γ

(
b 0
0 b

)(
1 X
0 1

)
.

Then

pε(g) = (aαb,NE/F (ab) det(α), µ2NE/F (ab) det(α−1)).

Thus if g lies in a compact set of Gε(A)reg, we see the coordinates of pε(g) lie in
compact sets of GL2(AE), A× and A×, respectively. Note

aαb = aα(u)b =

(
ab abuε
abuσ ab

)
lying in a compact set implies both ab and u lie in compact sets of A×E . Since
u ∈ E×, there are only finitely many possibilities for u. Looking at the product
of the second and third coordinate of pε(g) then shows µ lies in a compact set of
A× ∩ F×, whence a finite number of possibilities for µ. �

Now we consider the spectral decomposition of Jε(fε). It is well known that the
kernel has a spectral expansion of the form

Kε(x, y) =
∑
πε

Kπε(x, y) +Kε,nc(x, y)

where πε runs through the cuspidal automorphic representations πε of Gε(A)/Z(A)
and Kε,nc(x, y) denotes the contribution from the noncuspidal spectrum. Here

(4.5) Kπε(x, y) =
∑
φ

(πε(f
Z
ε )φ)(x)φ(y),

where φ runs over an orthonormal basis for the space of πε, and fZε is the function
in the space C∞c (Gε(A)/Z(A)) given by

fZε (g) =

∫
Z(A)

f(zg)dz.

Since each Kπε(x, y) is of rapid decay in x and y, we have the absolute conver-
gence of the global Bessel distribution

Jε,πε(fε) :=

∫
Z(A)R̄ε(F )\R̄ε(A)

∫
Z(A)Rε(F )\Rε(A)

Kε,πε(r̄, r)ξ(r̄)
−1τ(r) dr̄ dr.

Let K be a maximal compact subgroup of Gε(A) with K =
∏
Kv and Kv = Gε(Ov)

for all finite v. Since the integrals here are over compact sets, (4.5) implies

(4.6) Jε,πε(fε) =
∑
φ

P ′ε(πε(fZε )φ)Pε(φ̄),

where Pε and P ′ε are defined as in (1.7) and (1.8), and φ is taken to run over an
orthonormal basis.
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Thus, at least formally, we should have a spectral decomposition of the form

Jε(fε) =
∑
πε

Jε,πε(fε) + Jε,nc(fε).

For v nonarchimedean, we will call fε ∈ C∞c (Gε(Fv)) a supercusp form if for all
proper parabolic subgroups of Gε(Fv) with unipotent radical N , the integral∫

N

fZε,v(g1ng2) dn = 0

for all g1, g2 ∈ Gε(Fv). In particular if fZε,v is the matrix coefficient of a supercusp-
idal representation πv, then fε,v is a supercusp form.

Proposition 4.2. Suppose fε,v is a supercusp form at some place v. Then the
spectral expansion

(4.7) Jε(fε) =
∑
πε

Jε,πε(fε)

converges absolutely.

Proof. First observe, that Kε,nc(x, y), whence Jε,nc(fε), is zero ([31, Prop. 1.1]).
Then

Kε(x, y) = Kε,cusp =
∑
πε

Kπε(x, y),

where πε runs over the cuspidal representations of Gε(A) with trivial central char-
acter. This series converges absolutely and uniformly when x, y lie in compact sets
of Z(A)Gε(F )\Gε(A), which implies our proposition. �

Just as the global orbital integrals on the geometric side factor into products
of local orbital integrals, the global Bessel distributions on the spectral side factor
into products of local Bessel distributions.

Namely, let V be the Hilbert space on which πε acts and V∞ denote the set of
smooth vectors. We can view the linear form P ′ε (resp. P̄ε) as an element λε (resp.
λ′ε) of the dual V ∗∞ (resp. conjugate dual V ′∞) of V∞. We may also view V ⊆ V ∗∞
and V ⊆ V ′∞. Thus we can extend the inner product (·, ·) on V × V to V ∗∞ × V∞
and V∞ × V ′∞. We may define πε(fε)λε ∈ V ∗∞ by

(λε, πε(fε)φ) = (πε(fε)λ, φ).

For fε smooth of compact support, in fact πε(fε)λε ∈ V∞. Then (4.6) above becomes

(4.8) Jε,πε(fε) =
∑
φ

(λε, πε(fε)φ)(φ, λ′ε) = (πε(fε)λε, λ
′
ε).

By the local uniqueness of Bessel models (this is stated in [29] in the nonar-
chimedean case; see [1] for a proof of this, and [2] for the archimedean case), we
know there exist factorizations λε =

∏
λε,v and λ′ε =

∏
λ′ε,v into local linear forms.

Therefore

(4.9) Jε,πε(fε) =
∏
v

Jε,πε,v (fε,v),

has a factorization into local Bessel distributions

(4.10) Jε,πε,v (fε,v) = (πεv (fZε,v)λε,v, λε′,v),



CENTRAL VALUES OF THE DEGREE FOUR L-FUNCTIONS 25

which can also be expressed in the form (3.1). Here this local inner product is
defined analogously to the global one, after factoring our global inner product on
V into a product of local ones, normalized so that at almost all finite v where
Gε,v = Gv and Jε,πε,v 6≡ 0, we have Jε,πε,v (Ξv) = 1.

From (4.8) and (4.10), it is clear that the global and local Bessel distributions
are not identically zero if and only if the global and local Bessel periods are not
identically zero.

4.2. A simple trace formula for G. Take a test function f ∈ C∞c (G(A)), which
we assume to be factorizable f =

∏
fv such that fv = Ξv for almost all v. Consider

the relative trace formula given by

J(f) =

∫
Z(A)H̄(F )\H̄(A)

∫
Z(A)H(F )\H(A)

K(h̄, h)θ(h)ψ(h̄)−1 dh dh̄

where

K(x, y) = Kf (x, y) =

∫
Z(F )\Z(A)

∑
γ∈G(F )

f(x−1γyz) dz.

The measure dz =
∏
dzv was already chosen above, and we choose Haar measures

dh =
∏
dhv and dh̄ =

∏
dh̄v such that H(Ov) and H̄(Ov) have volume 1 for all

finite v. We also assume the local archimedean measures dhv and dh̄v agree with
the local archimedean measures drv and dr̄v chosen above when Gε(Fv) = G(Fv).

Similar to above, we formally have a geometric decomposition

(4.11) J(f) =
∑

γ∈H̄(F )\G(F )/H(F )

Jγ(f)

where

Jγ(f) = vol(Z(A)Hγ(F )\Hγ(A))N (γ; f),

and the global Novodvorsky orbital integral is

N (γ; f) =

∫
(H̄(A)×H(A))/Hγ(A)

f(h̄γh)θ(h)ψ(h̄) dh dh̄.

While the above volume is infinite in general, if γ ∈ P̄ (F )P (F ) is relevant then, by
Proposition 2.1, Hγ ' Z so the above volume is 1, i.e.,

Jγ(f) = N (γ; f).

Proposition 4.3. Suppose fv ∈ C∞c (G(Fv)
reg) for some v. Then Equation (4.11)

converges.

Proof. The proof is similar to that for Proposition 4.1. �

Write the spectral decomposition of the kernel

K(x, y) =
∑
π

Kπ(x, y) +Knc(x, y),

where π runs over all cuspidal automorphic representations of G(A)/Z(A). The
global Bessel distribution for π is given by

Jπ(f) =

∫
Z(A)H̄(F )\H̄(A)

∫
Z(A)H(F )\H(A)

Kπ(h̄, h)θ(h)ψ(h̄)−1 dh dh̄.
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We can write

Kπ(x, y) =
∑
φ

(π(fZ)φ)(x) ¯φ(y),

where φ runs over an orthonormal basis for the space of π and fZ(g) =
∫
Z
f(zg) dg.

If f is in fact K-finite, one may choose a suitable basis {φ} such that this sum is
in fact finite. At least in this case, one can expand

(4.12) Jπ(f) =
∑
φ

P ′(π(fZ)φ)P(φ),

and this sum converges absolutely. Let V∞ be the space of smooth vectors for π,
V ∗∞ its dual and V ′∞ its conjugate dual. Regard the periods P ′ and P as elements
λ ∈ V ∗∞ and λ′ ∈ V ′∞. Then just as in (4.6), one can express Jπ(f) in terms of a
pairing on V∞ × V ′∞,

(4.13) Jπ(f) = (π(fZ)λ, λ′).

In particular, Jπ 6≡ 0 if and only if P and P ′ are not identically zero.
As before, by 1-dimensionality of the spaces HomH̄(Fv)(πv, ψv) and HomH(Fv)(πv, θv),

we know λ and λ′ factor into local linear forms λ =
∏
λv and λ′ =

∏
λ′v. Conse-

quently, we have a factorization

(4.14) Jπ(f) =
∏

Jπv (fv)

of Jπ(f) into local Bessel distributions

Jπv (fv) = (πv(f
Z
v )λv, λ

′
v),

where the local pairings are suitably normalized. We assume the local Bessel dis-
tributions are normalized so that Jπv (Ξv) = 1 for almost all v such that Jπv 6≡ 0.

Proposition 4.4. Suppose fv is a supercusp form for some v. Then

J(f) =
∑
π

Jπ(f),

where the sum on the right is absolutely convergent.

Proof. The proof is similar to that for Proposition 4.2. �

5. Global results

Let Σs (resp. Σi) denote the set of places of F which are split (resp. inert) in
E. We assume ψ is unramified at each finite v ∈ Σi. Let ε denote an element
of F×/NE/F (E×). When ε ∈ NEv/Fv (E×v ), we identify Gε(Fv) with G(Fv) as in
Section 1.1.2. This identifies the local Bessel and Novodvorsky periods for v ∈ Σs.

For a finite odd v, denote by Hv the Hecke algebra for G(Fv), i.e., set of bi-Kv-
invariant functions in C∞c (G(Fv)), where Kv = G(Ov).

Let f =
∏
fv ∈ C∞c (G) and fε =

∏
fε,v ∈ C∞c (Gε) for each ε. We assume that

the local functions fv and fε,v are smooth of compact support, and equal the unit
element Ξv of Hv for almost v. We also assume that fε = 0 for all but finitely many
ε.

We say regular double cosets H̄(F )γH(F ) and R̄εγεRε in G(F ) and Gε(F ) match
if (y(γ), z(γ)) = (yε(γε), zε(γε)). We say f and (fε)ε are global matching functions
if

N (γ; f) = Bε(γε; fε)
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whenever γ and γε match. Since we may take regular γ and γε of the form γ(y, z)
and γε(y, z), f and (fε)ε are global matching functions if fv and (fε,v)ε are local
matching functions for all v.

To state our global results, let us set the following notation. Let S be a finite
set of places of F containing all infinite and even places, as well as two fixed finite
places v1 ∈ Σs and v2 ∈ Σs∪Σi. For each v 6∈ S, let τv be an irreducible admissible
unramified representation of G(Fv). Let τv2 be a supercuspidal representation of
G(Fv1). Let Π (resp. Πε) be the set of cuspidal unitary automorphic representations
π of G(A), (resp. Gε(A)) such that πv ' τv for all v 6∈ S−{v1} and πv is tempered
for all v ∈ Σi. Let Πgen denote the subset of generic representations in Π.

Theorem 5.1. Suppose f ∈ C∞c (G(A))) as above such that

(i) fv1 is a supercusp form;
(ii) fv2 ∈ C∞c (G(Fv2)reg);

(iii) at any v ∈ Σi, either fv ∈ Hv where v 6∈ S or fv ∈ C∞c (P̄vPv).

Then there exists a matching family (fε)ε such that

(5.1)
∑

π∈Πgen

Jπ(f) =
∑
ε

∑
πε∈Πε

Jπε(fε).

Conversely, fix ε and let fε ∈ C∞c (Gε(A)) as above such that

(i) fε,v1 is a supercusp form;
(ii) fε,v2 ∈ C∞c (Gε(Fv2)reg); and

(iii) at any v ∈ Σi, either fv ∈ Hv where v 6∈ S or fε,v ∈ C∞c (Gε(Fv)
reg).

Then there exists a matching function f ∈ C∞c (G(A)) such that

(5.2)
∑

π∈Πgen

Jπ(f) =
∑
πε∈Πε

Jπε(fε).

Proof. Start with f ∈ C∞c (G(A)) as above. For any v ∈ Σs, then ε ∈ N(E×v ) and
we put fε,v = fv for all ε. These local functions match by our identification of
Gε(Fv) with G(Fv).

For each v ∈ Σi, we will define a family (fv,1, fv,2) of local matching functions
to fv in the sense of Definition 2.13. Here fv,i ∈ C∞c (Gεv,i(Fv)) where εv,i ∈
F×v with εv,1 being a norm from E×v and εv,2 a non-norm. Then one simply sets
fε =

∏
fε,v where fε,v = fv,i according to whether ε is equivalent to εv,1 or εv,2

in F×v /NEv/Fv (E×v ). The local matching of functions then will imply the global
matching of f with (fε)ε.

For each v 6∈ S with v ∈ Σi, put fv,1 = fv = Ξv and fv,2 = 0. These match by
the fundamental lemma for the unit element [9]. If v 6∈ S and fv ∈ Hv, we know
(fv,1, 0) is a matching pair for some fv,1 ∈ Hv by the fundamental lemma for the
Hecke algebra [8]. In particular, for almost all ε, we have fε,v = 0 for some v ∈ S,
i.e., for all but finitely many ε, fε = 0.

Now suppose v ∈ (Sc ∩ Σi). If fv ∈ C∞c (Greg(Fv)), we let (fv,1, fv,2) be a
matching pair of functions supported on Gεv,i(Fv)

reg as in Proposition 2.14. If

fv ∈ C∞c (P̄vPv)), we let (fv,1, fv,2) be a matching pair of functions supported
on P̄εv,iPεv,i as in Proposition 2.15. This completes the construction of a global
matching family (fε)ε.
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Now by Propositions 4.1, 4.2, 4.3 and 4.4, we have∑
π

Jπ(f) =
∑
γ

Jγ(f) =
∑
ε

∑
γε

Jγε(fε) =
∑
ε

∑
πε

Jπε(fε).

Here π and πε run over cuspidal automorphic representations of G and Gε, and γ,
γε run over a set of representatives for the regular double cosets for G and Gε.

By the fundamental lemma for the Hecke algebra [8] and infinite linear indepen-
dence of Bessel distributions (cf. [24, p. 211] for Langlands’ original argument, or
[26, Lemma 4] for a more general version), one can reduce the equality between the
first and last sums above to∑

π∈Π

Jπ(f) =
∑
ε

∑
πε∈Πε

Jπε(fε).

Furthermore, the Novodvorsky periods, whence Jπ(f), can only be nonzero for
generic π. This yields the desired equality.

The proof of the converse direction is the same, with the minor exception that
one does not use Proposition 2.15. �

We remark that Πgen should contain at most one element. This is proved in [23]
when F is totally real, and their argument should now apply to arbitrary F in light
of [11]. This should also follow from Arthur’s Book Project [3].

Corollary 5.2. Suppose Πgen contains exactly one representation π and E/F is
split at all infinite places. If

L(1/2, π)L(1/2, π ⊗ κ) 6= 0,

then there exists πε ∈ Πε such that πε has a Bessel period.

Proof. By Novodvorsky’s integral representation, the nonvanishing of L-values im-
plies the nonvanishing of Novodvorsky periods, so Jπ(f) 6≡ 0. Outside of a finite
set S0 ⊃ S, we have Jπv (Ξv) = 1, and so at these places take fv = Ξv. Then for
each v ∈ S0 ∩ Σs, we take fv to be any function such that Jπv (fv) 6= 0. Further,
for any v ∈ S0 ∩ Σi, by Corollary 3.3, we may take fv ∈ C∞c (G(Fv)

reg) such that
Jπv (fv) 6= 0. Then f satisfies the conditions of the theorem and Jπ(f) 6= 0. By
hypothesis, the left hand side of (5.1) just consists of Jπ(f), and hence (5.1) is
nonzero, so some Jπε(fε) is nonzero. �

Now fix ε. While Πε in general contains more than one representation, there
should be at most one πε ∈ Πε such that Jπε 6≡ 0. To see this, observe Πε should
be contained in a single L-packet for Gε. Namely, if πε, π

′
ε ∈ Πε, then they should

transfer to the same representation of GL(4), whence should be in the same L-
packet. Then local Gross–Prasad conjectures tell us that there is at most one
πε ∈ Πε possessing a Bessel period. These local Gross–Prasad conjectures are
proven in our case when the residual characteristic is not 2 by Prasad–Takloo-
Bighash [30] using the L-packets defined in [10] and [12], and for “generic L-packets”
of more general orthogonal pairs by Waldspurger and Moeglin–Waldspurger [28]
under some assumptions about L-packets and the stabilization of the trace formula.

We expect these results to be established in the near future with the completion
of Arthur’s Book Project [3].
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Corollary 5.3. Suppose there is exactly one πε ∈ Πε which has a Bessel period
and E/F is split at all infinite places. Then there exists π ∈ Πgen such that

L(1/2, π)L(1/2, π ⊗ κ) 6= 0.

Proof. The argument is the same as the previous corollary. �

We remark that one could remove the hypothesis of E/F split at infinity in both
corollaries either if one knew a general smooth matching result at the archimedean
places or if one had an archimedean analogue of Corollary 3.3. In the latter corol-
lary, it is reasonable to expect the approach in [22] may allow one to relax this
condition in the latter corollary to requiring that at each v|∞, either Ev/Fv is split
or Dε,v is ramified.

References

[1] A. Aizenbud, D. Gourevitch, S. Rallis and G. Schiffman, Multiplicity one theorems. Ann. of
Math. (2) 172 (2010), no. 2, 1407–1434.

[2] A. Aizenbud, D. Gourevitch, and E. Sayag, (O(V ⊕ F ), O(V )) is a Gelfand pair for any

quadratic space V over a local field F . Math. Z. 261 (2009), no. 2, 239–244.
[3] J. Arthur, The endoscopic classification of representations: orthogonal and symplectic

groups. Colloquium Publications 61, Amer. Math. Soc. (2013).
[4] E. Baruch and Z. Mao, Central value of automorphic L-functions. Geom. Funct. Anal. 17

(2007), no. 2, 333–384.
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